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General Introduction

Startups have become a popular avenue for individuals and teams to pursue their entrepre-
neurial dreams and make a significant impact on the economy, innovation, and job creation.
Governments, companies, and educational institutions are increasingly promoting and encoura-
ging the growth of startups, recognizing their potential for driving economic growth and foste-
ring innovation.

This year, the Algerian Ministry of Higher Education and Scientific Research introduced
a new procedure for students in the final stage. The procedure, under the title "Un diplôme...
une startup", (outlined in the Ministerial Bylaw No. 1275 of September 27th, 2022), aims to
transform students from job seekers into wealth-creating entrepreneurs and job creators. Within
this procedure, eligible students can benefit from the "innovative project" and "startup" labels,
aligning their academic pursuits with real-world entrepreneurship and offering them a pathway
to contribute to economic growth and create employment opportunities in Algeria[3]. The signi-
ficant turnout of students to this procedure, with brilliant ideas and creative projects has caught
our attention, raising concerns about how unclear and uncertain the future of these projects is.
We could not help but wonder, will all of them succeed?

After making some research, we discovered statistics revealing that approximately 90% of
startups experience complete failure, with 10% failing within the first year and 70% failing
between the second and fifth year [4]. These findings further emphasize the challenges and
uncertainties involved in building a startup. These challenges include factors such as financial
resources, team dynamics, competencies, market demand, and competition.

Traditionally, decision-makers have relied on experience, intuition, and trial and error to
navigate the challenges associated with startups. However, with the advent of machine learning
and artificial intelligence, there is a growing interest in leveraging these technologies to analyze
data and predict the success of startups. In 2013, the term "Unicorn" was first introduced to
describe a startup that has achieved a valuation of over $1 billion, referring to their rarity [5].
Variants of the term, such as Decacorn and Hectocorn, have been introduced for startups valued
over $10 billion and $100 billion, respectively [6]. The unprecedented growth of unicorns has
made predicting the success of startups a prominent topic within the startup ecosystem. Inves-
tors, venture capitalists, and entrepreneurs alike are actively seeking ways to identify the next
unicorn and replicate similar levels of success. Consequently, in the last decade, an increasing
number of research projects have emerged, focusing on predicting the outcomes of startups,
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using machine learning and deep learning technologies.

Startup success prediction using machine learning involves the utilization of diverse ma-
chine learning techniques to analyze and predict the probability of a startup achieving success.
This prediction process involves analyzing historical data, including factors such as financial
indicators, market, team composition, and external factors, identifying patterns and correla-
tions, and generating predictive models that can estimate the likelihood of success for startups
in different contexts and industries.

Predicting startup success addresses the inherent difficulties and uncertainties that investors
and entrepreneurs face in the dynamic startup ecosystem. It helps stakeholders navigate the
challenges of making decisions regarding investment, resource allocation, and strategy in a
high-risk and unpredictable environment.

The main objective of this study is to develop a predictive model that can accurately clas-
sify startups as either successful or not, exploring both binary and multi-class classification
approaches. Additionally, in this project, we aim to include startups that are still operating and
striving to grow, yet have not yet demonstrated clear success, or failure. Furthermore, the study
will involve the evaluation and comparison of various machine learning algorithms to deter-
mine their effectiveness in generating the predictive model. By testing and analyzing different
algorithms, the research seeks to identify the most suitable approach for this specific problem
and for the used database. The ultimate goal of this thesis is to make a contribution to the ad-
vancement of the startup ecosystem in Algeria by motivating and promoting the field of startup
success prediction and contribute to the understanding of the process of identifying success dri-
vers. Furthermore, we aspire to create a comprehensive guide that outlines the best practices,
methodologies, and considerations for building startup success predictors in Algeria. By sharing
our findings and methodologies, we aim to facilitate the development of similar predictive mo-
dels tailored to other regions and domains, ultimately contributing to a broader understanding
of the process of identifying success drivers in startup ecosystems.

The subsequent sections of this thesis are organized as follows, aiming to provide a com-
prehensive analysis of the topic at hand. Chapter I, Theoretical Background, delves into startup
concepts, the startup ecosystem, and the fundamentals of machine learning. It also includes a
literature review of the startup success prediction problem, highlighting the gaps in previous
research in the field. Chapter II, Methodology, outlines the research process encompassing data
preparation, feature engineering, modeling techniques, and the selection of evaluation metrics.
This chapter describes the careful selection of machine learning algorithms and discusses the
chosen evaluation metrics. Chapter III, Implementation and Results, focuses on the practical
implementation of the study and presents the obtained results. Finally, Chapter IV, General
Conclusion, summarizes the key findings, highlights their implications, and proposes potential
avenues for future research.
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CHAPTER I. THEORETICAL BACKGROUND

I.1 Introduction

In this chapter, we lay the theoretical foundation for our exploration of predicting startup
success using machine learning algorithms. We begin by examining the startup world, delving
into startup definitions and the lifecycle of startups, which helps us understand their unique
nature. We then shift our focus to the concept of a startup ecosystem, with a specific emphasis
on the Algerian startup ecosystem. By exploring this ecosystem, we gain valuable insights into
the environment in which Algerian startups operate.

Next, we provide an overview of machine learning, encompassing different types of algo-
rithms and their applications. Within the realm of machine learning, we specifically explore
unsupervised learning algorithms, which have the ability to learn patterns in data without expli-
cit guidance. Additionally, we delve into the evaluation metrics used to assess the performance
of these algorithms.

Furthermore, we conduct a literature review to examine prior research on predicting startup
success. We explore existing studies and frameworks that have attempted to forecast the success
of startups using various methodologies. This literature review helps us identify the current state
of knowledge in the field and highlights any limitations or gaps in prior research.

By establishing this comprehensive theoretical background, we develop a solid understan-
ding of the fundamental principles that underpin our exploration of predicting startup success
through machine learning.

I.2 Startup world

I.2.1 Startup definition

Definition 1

"A startup is a human institution designed to create a new product or service under condi-
tions of extreme uncertainty." - Eric Ries [7]

Definition 2

"A startup is a temporary organization designed to search for a repeatable and scalable
business model." -Steve Blank [8]

Definition 3

"A startup is a company that is designed to grow fast. Being newly founded does not in
itself make a company a startup. Nor is it necessary for a startup to work on technology, or take
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CHAPTER I. THEORETICAL BACKGROUND

venture funding, or have some sort of "exit." The only essential thing is growth." - Paul Graham
[9]

Definition 4

"A startup is a company working to solve a problem where the solution is not obvious and
success is not guaranteed." -Neil Blumenthal [10]

These definitions highlight different aspects of a startup’s operation, providing varied pers-
pectives on what characterizes a startup. They emphasize elements such as extreme uncertainty,
the search for a scalable business model, rapid growth, and the focus on solving problems with
uncertain outcomes. Together, these definitions offer a multifaceted view of startups, encom-
passing their dynamic nature and their drive to navigate challenges and achieve success in an
ever-changing landscape.

I.2.2 Startup funding lifecycle

The evolution of a startup from an idea to exit is a continuous process. It is often difficult
to precisely identify exactly where you are in the startup lifecycle because it involves many
factors. The length of each startup stage will vary greatly depending on business execution,
your industry or sector, and your fundraising abilities. Stages of funding are one way to identify
in which phase the startup is.

FIGURE I.1 – Funding stages of a startup

Pre-seed : In the pre-seed stage, founders rely on their personal savings or bank loans to
finance their startup. They may also participate in competitions to secure additional sub-
sidies if they win.

Seed funding : Seed funding involves raising capital from family and friends, often refer-
red to as "friends and family" funding. Crowdfunding platforms can also be used to
gather donations or offer compensation or equity in return.

Early stage : This stage is characterized by the initial development and market validation
of the startup. Funding can come from angel investors or early-stage venture capital
firms.
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CHAPTER I. THEORETICAL BACKGROUND

Growth : As the startup progresses and expands, it may seek funding from venture capital
funds and traditional sources such as bank loans. Venture capital funds provide larger
investments but require close monitoring and detailed reporting.

Exit : When a startup reaches a mature phase, investors look to recover their investments
and generate profits. This can be achieved through exit strategies like merger and acqui-
sition (M&A), where another company acquires the startup, or going public through an
IPO. M&A can be a result of either a successful venture or a resolution for a less suc-
cessful one. IPOs allow the company to offer its shares to the public, raising additional
capital and creating liquidity for early investors. These exit strategies enable investors to
realize returns and potentially support new startup ventures.

I.2.3 Initial Public Offering - IPO

Initial Public Offering is the initial sale of a privately held company’s stock to the public.
It represents a significant milestone in the company’s lifecycle, as it transitions from private
ownership to being publicly traded. Through an IPO, the company gains access to additional
financing, which can support its continued growth and expansion. Moreover, insiders and early
investors have the opportunity to eventually sell their shares to the public, providing liquidity
and potentially realizing profits. Overall, an IPO represents a critical event that allows a com-
pany to tap into the public markets, attracting capital and providing liquidity opportunities for
both the company and its stakeholders. [11].

I.2.4 Merger and Acquisition - M&A

Mergers and acquisitions (M&A) involves the consolidation of companies/startups through
mergers or acquisitions. Mergers occur when two companies join forces to create a stronger
entity, often under a new name, while acquisitions involves one company acquiring another.
M&A activities aim to achieve objectives such as market expansion, diversification, and gaining
competitive advantage. Strategic management plays a crucial role in planning, due diligence,
negotiation, integration, and post-M&A activities. Successful M&A requires careful planning,
analysis, and effective integration strategies for long-term value creation and organizational
synergy [12].

I.2.5 Startup & SME

Small and Medium-sized Enterprises (SMEs) typically refer to established businesses with
a moderate scale of operations and a steady growth trajectory. They often have a defined market
presence, established customer base, and a relatively stable business model. SMEs are characte-
rized by their ability to generate consistent revenue and maintain long-term sustainability. They
may focus on incremental, rather than radical innovation and process improvements [1].
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On the other hand, startups are usually newly founded ventures with a high degree of innova-
tion and a focus on rapid growth. Startups are characterized by their pursuit of disruptive ideas,
novel business models, and high-risk tolerance. They aim to create and capture new market
opportunities, often leveraging technology and innovation to drive their competitive advantage.
Startups typically prioritize scalability, market disruption, and attracting external funding to fuel
their growth trajectory [13].

While both SMEs and startups contribute to the economy and foster innovation, they differ
in terms of their stage of development, growth objectives, risk profile, and approach to in-
novation. SMEs often emphasize stability, gradual growth, and incremental innovation, while
startups prioritize rapid growth, market disruption, and breakthrough innovations. Figure I.2
depicts the revenue, cash flow, and job creation trends over time for startups and SMEs (star-
tups are referred to as IDE : Innovation Driven Entreprises). For SMEs, the graph is a straight
line indicating a relatively stable and consistent revenue growth pattern. In contrast, the reve-
nue trend for startups is more complex. Initially, startups may experience a decline or slower
growth during their early stages as they navigate challenges and establish their market presence.
However, as they gain traction and refine their business models, startups often exhibit a rapid
escalation in revenue.

FIGURE I.2 – Startup VS SME [1]

Understanding these distinctions is crucial for policymakers, investors, and entrepreneurs
seeking to navigate the diverse landscape of small enterprises within the innovation economy.

I.2.6 Startup ecosystem

In the context of a startup ecosystem, various entities, such as entrepreneurs, investors, incu-
bators, accelerators, government agencies, educational institutions, and support organizations,
come together to create a dynamic and supportive business environment. Each of these actors
brings their unique strengths and resources to the ecosystem, contributing to its overall vitality.

Entrepreneurs form the core of the startup ecosystem. They are the individuals who conceive
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innovative ideas and take the risk of turning them into viable businesses. These entrepreneurs
often require financial resources, human capital, expertise, and infrastructure to bring their ideas
to fruition. This is where other actors in the ecosystem play a crucial role.

Investors, such as venture capitalists and angel investors, provide the necessary funding
for startups to develop and scale their operations. They not only inject capital but also bring
valuable industry knowledge, networks, and mentorship to help startups thrive. By investing in
promising ventures, they fuel the growth and expansion of the startup ecosystem.

Incubators and accelerators are organizations that provide support, guidance, and resources
to early-stage startups. They offer mentorship, workspace, access to networks, and various ser-
vices to help startups refine their business models, develop prototypes, and acquire customers.
Incubators focus on nurturing startups in their initial stages, while accelerators aim to expedite
their growth and provide them with intensive support.

Government agencies play a vital role in creating a favorable regulatory and policy envi-
ronment for startups. They can offer financial incentives, tax benefits, grants, and programs to
encourage entrepreneurship and innovation. Additionally, they facilitate access to resources,
infrastructure, and international markets, enabling startups to expand their reach and compete
globally.

Educational institutions contribute to the startup ecosystem by fostering a culture of en-
trepreneurship and innovation. They provide entrepreneurship education, research facilities,
and collaboration opportunities that enable students and researchers to develop their ideas and
launch startups. Universities often collaborate with industry partners and support organizations
to bridge the gap between academia and the business world.

Support organizations, such as industry associations, co-working spaces, and networking
platforms, play a critical role in connecting entrepreneurs and facilitating knowledge exchange.
They organize events, workshops, and conferences that allow startups to showcase their ideas,
network with potential collaborators, and learn from experienced professionals.

By bringing together these diverse actors and resources, the startup ecosystem creates a
collaborative and interconnected environment. Startups benefit from the collective expertise,
networks, and shared resources, leading to increased innovation, faster growth, and improved
competitiveness. The ecosystem also attracts talent, investment, and business opportunities, fur-
ther enhancing its vibrancy and sustainability.

a startup ecosystem is a dynamic network of actors who collaborate and contribute their
strengths to create a supportive business environment. By fostering cooperation, sharing re-
sources, and leveraging diverse expertise, the ecosystem empowers startups to achieve their
goals, deliver value to customers, and drive economic growth.
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I.3 Algerian Startup ecosystem

The Algerian startup ecosystem is gradually evolving, supported by both public and private
initiatives. The role of the Algerian state is instrumental in creating an environment conducive
to the emergence and growth of startups. The establishment of the Ministry Delegate for the
Knowledge Economy, Startups and Microenterprises highlights the government’s commitment
to fostering innovation and entrepreneurship. Additionally, the creation of a dedicated fund
for supporting and developing the startup ecosystem further demonstrates the state’s focus on
providing financial resources. Public funds are also made available to finance startups, enabling
them to access the necessary capital for their growth.

The ecosystem of support and financing for startups in Algeria plays a crucial role in their
development and integration into the professional landscape. Public structures are established
to provide support and guidance to startup founders. The National Agency for the Promotion
and Development of Technological Parks (ANPT) facilitates the creation of startups through
its technology parks, which offer expertise, assistance, and personalized coaching to innovative
projects in the field of information and communication technologies.

University incubators and "Maisons d’entrepreneuriat", contribute to the ecosystem by nur-
turing innovative projects closely tied to the academic community. These incubators assist
student entrepreneurs in refining their ideas and validating the feasibility of their projects. They
also promote entrepreneurial culture within the university environment through various activi-
ties such as conferences and seminars. Additionally, With the new procedure put in place by the
Ministry of Higher Education and Scientific Research, which encourages students to bring their
innovative ideas to life, many graduating students have enrolled to complete their end-of-study
projects as part of the "Un diplôme, une Startup" program, with innovative ideas in various
fields. This program serves as a catalyst for entrepreneurship among students, allowing them to
transform their academic projects into viable startups. The program offers a unique opportunity
for students to receive support and guidance from experienced mentors and professionals.

Private initiatives are equally significant in bolstering the Algerian startup ecosystem. Pri-
vate incubators provide crucial support and assistance to startups during their early stages, hel-
ping them navigate the challenges of starting a business. Accelerators like Sylabs and The Pivot
offer coaching, training, and workspace to startups, fostering their growth and facilitating access
to funding opportunities.

While the Algerian startup ecosystem is progressing, it still faces challenges in terms of
scale and impact. The number of startups contributing significantly to the national economy
remains relatively low. However, efforts are underway to improve the ecosystem and create
a more favorable environment for startup creation and growth. With the combined support of
public initiatives, private actors, and increased investment, the Algerian startup ecosystem holds
the potential to become a vibrant hub of innovation and entrepreneurship in the future.
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I.4 Machine Learning

Machine learning is a subfield of artificial intelligence that deals with the development of
algorithms and statistical models that enable computer systems to learn from and improve their
performance on a task without being explicitly programmed.

Definition 1

"The field of study that gives computers the ability to learn without explicitly being pro-
grammed." - Arthur Samuel, 1950 [14]

Definition 2

“A computer program is said to learn from experience E with respect to some class of tasks
T and performance measure P, if its performance at tasks in T, as measured by P, improves with
experience E.” Tom Mitchell, 1997 [15]

Definition 3

"Machine learning is the set of methods that allow a computer to learn how to perform a
task from data, without being explicitly programmed." - Pedro Domingos [16]

These definitions capture the essence of what machine learning is, the ability of computers
to learn from data and improve their performance without human intervention. This field has
revolutionized problem-solving and decision-making processes, by extracting valuable insights
from vast amounts of data, which enhances efficiency, and empowers organizations to make
more informed decisions.

I.4.1 Types of machine learning algorithms

Machine learning algorithms can be broadly classified into different types based on the
amount of human effort involved in their coordination and the type of data they utilize. There
are four major types of machine learning : supervised learning, unsupervised learning, semi-
supervised learning, and reinforcement learning.
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FIGURE I.3 – Types of Machine Learning

Supervised Learning

Supervised learning involves training a machine learning model on a labeled dataset. In this
type of learning, the algorithm is given input data and their corresponding outputs, and it tries
to learn the mapping function between them. The goal is to create a model that can predict the
output of new input data.

Unsupervised Learning

In unsupervised learning, the algorithm is not provided with any labeled data. Instead, it has
to identify patterns or structures in the input data on its own. Clustering is a popular example of
unsupervised learning, where the algorithm groups similar data points together based on their
similarities.

Semi-supervised Learning

Semi-supervised learning is a combination of supervised and unsupervised learning. In this
type of learning, the algorithm is provided with a small amount of labeled data and a large
amount of unlabeled data. The algorithm first learns from the labeled data and then uses this
knowledge to make predictions on the unlabeled data.

Reinforcement Learning

Reinforcement learning is a type of machine learning that involves an agent interacting with
an environment to learn how to perform a task. The agent receives feedback in the form of
rewards or punishments based on its actions, and it tries to learn a policy that maximizes the
cumulative reward over time.
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I.4.2 Supervised Learning

Startup success prediction is a classification problem that falls within the realm of supervised
learning. In supervised learning, a predictive model is developed using labeled data, where each
data point is associated with a known outcome or target variable. The process of supervised
learning, as described in Figure I.4, encompasses various stages from raw data to a fully trained
classifier.

FIGURE I.4 – The process of Supervised ML [2]

First, the problem at hand needs to be clearly defined. This involves understanding what we
are aiming to accomplish, such as predicting an outcome or classifying data into categories.

Next, the relevant data for training the model needs to be identified or collected. This data
consists of labeled examples where the desired output is known for each datapoint.

Once the data is ready, preprocessing is performed. This step involves cleaning the data by
handling missing values, removing outliers, and transforming it into a suitable format for the
learning algorithm. Additional preprocessing techniques may include feature scaling, normali-
zation, or feature engineering to improve the model’s performance.

The data is then divided into two sets : the training set and the testing set. The training set is
used to train the model, while the testing set is used to assess its generalization and predictive
capabilities.
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Next, an appropriate learning algorithm is selected based on the problem type, data charac-
teristics, and desired outcome. Some algorithms will be presented later in this chapter.

After selecting the algorithm, parameter tuning is performed. Many algorithms have ad-
justable parameters that affect their performance. The optimal parameter values are selected
through techniques like grid search or randomized search to optimize the model’s performance.

Once the algorithm and parameters are chosen, the model is trained using the training data.
It learns the underlying patterns and relationships between the input features and the correspon-
ding output labels by adjusting its internal parameters.

Finally, the trained model is evaluated using the testing set. Its predictive performance is as-
sessed by comparing its predictions on the testing data to the true labels. Evaluation metrics like
accuracy, precision, recall, F1 score, and area under the curve are commonly used to measure
the model’s performance.

Through these steps, supervised learning enables the development of models that can make
predictions or classifications on new data based on patterns learned from labeled examples [17].

I.4.3 Algorithms

Machine learning offers a wide array of algorithms that can be utilized to develop predictive
models. Understanding the fundamentals of these algorithms and their underlying principles
will provide a solid foundation for selecting the most suitable approach for predicting startup
success.

Decision Trees

Decision Trees are a type of tree-based classifiers that classify instances by sorting them
based on feature values. A decision tree is built by recursively partitioning the data into subsets
based on the values of one of the input features. The goal is to create a tree-like model where
each internal node represents a decision based on a feature value, and each leaf node represents
the predicted output. Instances are classified starting at the root node, based on their feature
values. [18]

Random Forest

Random forest is an ensemble classification learning algorithm that builds multiple decision
trees and combines their predictions to make a final one. The algorithm works by selecting
a random subsets of features and a subset of the training data, to build each tree. To make a
prediction, the algorithm aggregates the predictions of all the trees in the forest and outputs the
class that has the most votes [19].
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Extreme Gradient Boosting

XGBoost is designed to create highly accurate predictive models by combining multiple
weak predictive models, such as decision trees, in an additive manner. It utilizes a gradient-
based optimization approach to iteratively refine the model’s predictions, making it particularly
effective in handling complex, structured datasets.

Light Gradient Boosting Machine

LightGBM is a fast and efficient gradient boosting framework that is optimized for per-
formance and memory use. It shares similar principles with XGBoost but introduces some
unique features to enhance training speed and reduce memory consumption. LightGBM uses
a histogram-based approach for binning continuous features, which enables faster training and
allows for parallel computation. It is commonly used in scenarios where large-scale datasets or
time constraints necessitate quick model training.

Logistic Regression

Logistic regression is a binary classification algorithm, which models the probability of an
instance belonging to a certain class. During prediction, the algorithm estimates the probability
of a new instance belonging to one class and makes a binary decision based on a decision
threshold [20].

K-Nearest Neighbor

K-nearest neighbors (kNN) is one of the simplest machine learning algorithms. Building the
model only consists of storing the training dataset. To make a prediction for a new data point,
KNN finds the k data points in the training set that are closest to the new data point, and assigns
the new data point to the most common class among those k neighbors.

Support Vector Machine

SVMs find a hyperplane in a high-dimensional space that best separates data points of dif-
ferent classes. In binary classification, the hyperplane that maximizes the margin, or distance
between the closest data points of each class, is found. SVMs can also handle non-linearly se-
parable data by mapping the data to a higher-dimensional space using a kernel function. SVMs
have been widely used in various fields, as they are very powerful for solving complex classifi-
cation problems [2].
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Neural Network

Neural networks is an algorithm inspired by the structure and function of the human brain. It
consists of interconnected nodes called artificial neurons, that process and analyze data to iden-
tify patterns and relationships. The nodes are organized in layers, with the input layer receiving
the data, one or more hidden layers processing it, and an output layer producing the results [21].

These machine learning algorithms have a wide range of application domains, each with
their own set of advantages and drawbacks. To provide a comparative analysis, we have selected
specific application domains of these algorithms, along with their respective advantages and
drawbacks, summarized in Table I.1.

TABLE I.1 – Comparison between ML algorithms

Algorithm Application domain Advantages Drawbacks %
Decision Trees Medical diagnosis [22] Ability to handle both

categorical and numerical
data, ease of use and
interpretation [19]

Increased memory
consumption [23] [2]

Random Forest environmental science [24] Ability to handle
high-dimensional data

and provide robust
predictions [20]

Computationally
expensive

XGBoost Financial fraud detection
[25]

Feature Importance and
Interpretability

Complexity and
Parameter Tuning

LightGBM Sentiment Analysis [26] Fast Training Speed Limited Handling of
Missing Data

Logistic
Regression

Medecine [27] Easy to implement and
train

Sensitive to the
outliers in dataset

kNN Image classification [28] Ease of implementation Large storage
requirements [2]

SVM Bioinformatique Effectiveness in handling
high-dimensional data

[2, 29]

Poor interpretability
[29]

Neural Network Speech Recognition Ability to work with
incomplete knowledge

[30]

Poor interpretability
[2, 30]

I.4.4 Evaluation metrics

The selection and evaluation of machine learning (ML) algorithms are crucial steps in pre-
dicting startup success. Various evaluation metrics are employed to assess the performance and
effectiveness of these algorithms. These metrics provide insights into how well the models are
capturing patterns and making accurate predictions.
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One commonly used metric is accuracy, which measures the overall correctness of the pre-
dictions made by the ML algorithm. It calculates the ratio of correctly classified instances to the
total number of instances in the dataset. While accuracy is a straightforward measure, it may not
always be sufficient, especially when dealing with imbalanced datasets where the distribution
of classes is uneven.

Precision and recall are two complementary metrics that are often used together to evaluate
ML algorithms. Precision measures the proportion of true positive predictions out of all positive
predictions, focusing on the accuracy of positive predictions. On the other hand, recall, also
known as sensitivity or true positive rate, measures the proportion of true positive predictions
out of all actual positive instances in the dataset, emphasizing the algorithm’s ability to identify
positive instances correctly. These metrics are particularly useful when the cost of false positives
or false negatives is different.

F1 score is another widely used metric that combines precision and recall into a single value,
providing a balanced measure of the algorithm’s performance. It calculates the harmonic mean
of precision and recall, emphasizing both metrics equally. The F1 score is especially valuable
when there is an imbalance between positive and negative instances in the dataset.

Area Under the Receiver Operating Characteristic curve (AUC-ROC) is a metric commonly
used for binary classification problems. It measures the trade-off between true positive rate
(sensitivity) and false positive rate (1 - specificity) for different classification thresholds. The
AUC-ROC provides an aggregate measure of the algorithm’s performance across various thre-
shold values, offering a robust evaluation of its ability to discriminate between positive and
negative instances.

Selecting the appropriate evaluation metrics depends on the specific problem, the nature of
the data, and the desired outcome. It is important to consider the strengths and limitations of
each metric and choose the ones that align with the objectives of the study.

I.5 Startup Success Prediction Litterature Review

This section aims to analyze and synthesize the knowledge and findings from previous stu-
dies, providing a solid foundation for the subsequent chapters of this thesis.

I.5.1 Predicting startup success

The application of machine learning techniques in predicting startup outcomes has attracted
significant attention in the literature, due to its potential to benefit various stakeholders invol-
ved in the startup ecosystem. Firstly, investors can utilize the findings to effectively screen and
evaluate potential investment options, enabling them to make more reliable and timely deci-
sions. Secondly, startups themselves can leverage the research outcomes to identify areas of
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their business that require additional attention in order to enhance their chances of success. Ad-
ditionally, policymakers can use research findings to create a conducive ecosystem that supports
the growth and success of local startups.

In order to construct the startup success predictive model, researchers started by defining
startup success. Many researchers define success as profitability and high Return on invest-
ment (ROI) through going public (Initial Public Offering, IPO, the process by which a startup
becomes publicly traded by offering its shares to the public), or through a process of getting
merged or acquired (M&A, the process by which the startup gets combined with or acquired by
another company) [31, 32, 33, 34, 35, 36, 37, 38]. However, some researchers have criticized
this definition, asserting that financial metrics may not be highly relevant, particularly in the
early stages of startups, as it takes time for them to become profitable [39, 40]. Instead, as a
proxy for success, researchers have turned to funding events. Consequently, some authors ex-
panded the definition of success to include the amount of follow-on funding raised, provided it
exceeded the previous funding round, as it indicates the growth potential of startups over time
[34].

To gather data for their analysis, researchers employed various data sources, with Crunch-
base being the most commonly used. Crunchbase offers comprehensive data on companies,
including startups. However, this historical dataset has limitations, such as missing information,
changes in reporting formats, and a lack of consideration for the temporal aspect during data
recording [31]. Mattermark is another database that provides insights on startups markets and
investors. This dataset is biased towards successful startups, and additional surveys had to be
conducted in order to make it consistent enough to be used in research [41].

To investigate the reasons behind startup failure, researchers have made use of Autopsy, a
public database containing postmortem reports of failed startups. Autopsy serves as a valuable
resource for entrepreneurs to learn from the mistakes of failed startups by providing insights
into the factors contributing to their failure [42, 41].

Researchers also employed data collection methods to ensure representative samples and
unified reporting. The Entrepreneurial Research Consortium (ERC), for example, is an inter-
national research project that examines random and representative samples of entrepreneurs
throughout the startup process [43]. The Danish Business Authority, under the Danish Ministry
of Business, generates and collects data on startups, offering another valuable source [44].

Other sources include Dealroom, Deadpool, Indiegogo, Kickstarter, LinkedIn and the web
in general. Many researchers combined data from multiple sources in order to form a complete
database of a representative sample.

The data that was leveraged by researchers to evaluate startups in their early stages included
[43, 44] :

— General information about the founders : such as gender and age
— Human capital : degrees, work experience, and skills of the founder and team
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— Motivation : How motivated and what’s keeping them motivated
— Process : whether or not they have a business plan, whether or not they receive informa-

tion and guidance.
— Financial environment : Startup capital
— Network : Industry experience
— Intended organization : Industry type, market, ambition to grow
In addition to the aforementioned factors, research studies made on startups in a more ad-

vanced stage [36, 37], used additional factors, such as :
— Average time between funding
— Number of funding rounds
— Number of investors
— Total funding amount
Researchers have explored a variety of machine learning algorithms to predict startup suc-

cess. These algorithms utilize patterns and relationships within startup data to make accurate
predictions. Some of the algorithms commonly employed include Decision Trees [35, 36, 2],
Random Forest [20, 19, 43, 31, 32, 39, 35, 36, 38], Logistic Regression [43, 31, 32, 39, 35,
38, 45], K-Nearest Neighbors [38, 2], Neural Networks [31, 39, 35, 45, 2], and Support Vector
Machines [39, 36, 41, 2]. It is worth noting that this is not an exhaustive list, as researchers have
also explored other algorithms and ensemble methods, which have shown improved accuracy
when compared to individual models.

Several studies have identified several factors that significantly impact a startup’s proba-
bility of success. Among these factors, the age of the startup, funding amounts, total number
of funding rounds, and the startup’s location have been found to be influential [34, 37]. The
reputation and number of investors associated with a startup have also been identified as impor-
tant predictors of success. Furthermore, incorporating a startup’s web presence in the analysis
has been shown to enhance the quality of predictions, as it reflects the startup’s visibility and
perception among its target audience [40].

I.5.2 Limitations and gaps in prior research

Prior research has made significant contributions within the field of predicting startup suc-
cess, however, there are several gaps and limitations that still need to be addressed in order to
advance the field and improve the accuracy of prediction models.

One notable gap in prior research is the lack of industry-specific models. Existing studies
often work on generic models that overlook the unique characteristics and dynamics of specific
industries and sectors. By not considering industry-specific factors, such as market trends, regu-
latory environments, and competition, the applicability and accuracy of the prediction models
may be limited.

Additionally, there is a gap in the consideration of country-specific factors. Startup ecosys-
tems vary significantly across countries due to variations in policies, business environments,

18



CHAPTER I. THEORETICAL BACKGROUND

and even cultural norms. However, existing models often overlook these nuances and fail to
capture the specific characteristics of individual countries. Developing country-specific models
can provide more accurate forecasts and tailored insights into the startup landscape within each
country.

Another limitation in prior research is the reliance on data sources with limited value and
inconsistent information. The availability of comprehensive and reliable data is crucial for trai-
ning and validating prediction models effectively. However, many studies have suffered from
the use of data sources that lack depth and fail to provide a comprehensive view of the variables.
This limitation can introduce biases and inaccuracies into the models, ultimately impacting their
accuracy and reliability.

Moreover, there is a lack of consistent evaluation criteria in the field. Different studies em-
ploy varying metrics and definitions to measure startup success, making it challenging to com-
pare and generalize findings across different studies. Establishing standardized and meaningful
evaluation criteria for success and failure is essential to ensure consistency and enhance the
practicality of prediction models.

In conclusion, prior research in the field of predicting startup success has made significant
strides. However, several gaps and limitations still need to be addressed. Developing industry-
specific models, considering country-specific factors, improving data quality and availability,
and establishing consistent evaluation criteria are key areas that warrant further exploration.
By addressing these gaps, future research can contribute to the advancement of the field and
enhance the accuracy and applicability of prediction models in driving economic growth and
innovation.

I.6 Conclusion

This chapter provides a solid theoretical foundation for our study on startup success pre-
diction. We first introduced the startup world, defining startups and exploring their lifecycle,
as well as key exit events such as Initial Public Offerings (IPOs) and Merger and Acquisition
(M&A) activities. We also discussed the difference between startups and Small and Medium
Enterprises (SMEs) and examined the startup ecosystem, emphasizing its significance in foste-
ring entrepreneurial growth.

To contextualize our study, we dedicated a section to the Algerian startup ecosystem, shed-
ding light on its unique characteristics and highlighting its potential for growth and innovation,
in order to understand the specific challenges and opportunities within this ecosystem.

Furthermore, we introduced machine learning. We explored different types of machine lear-
ning algorithms, with a particular focus on supervised learning methods. Through a detailed
examination of algorithms and evaluation metrics, we gained insights into the foundations of
startup success prediction using machine learning techniques.
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Lastly, we conducted a literature review on startup success prediction, examining the exis-
ting research in the field. We identified the current state of knowledge, highlighted the metho-
dologies employed, and recognized the limitations and gaps that provide the motivation for our
study. By building upon the existing body of work, we aim to contribute valuable insights and
develop a robust predictive model for startup success.
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II.1 Introduction

This chapter provides a detailed account of the processes and techniques employed in this
study to develop a predictive model for startup success. This chapter focuses on the practical
aspects, including data analysis and model development, to achieve the research objectives.
Figure II.1 illustrates a BPMN process that includes the steps we will follow.

FIGURE II.1 – Methodology overview

To begin, the chapter introduces the concept of startup success and defines the criteria used
to determine success in this study. This definition lays the groundwork for subsequent data
analysis and model development, ensuring clarity and consistency throughout the research.

Understanding and preparing the dataset is the next step in the methodology. This section
provides an overview of the dataset used, highlighting its composition, structure, and relevant
variables. Furthermore, data preparation techniques, such as handling missing values, addres-
sing outliers, and performing necessary data transformations, are outlined to ensure data quality
and reliability.

By following these steps, we aims to develop a comprehensive and reliable predictive model
for startup success. The subsequent sections of this chapter will delve into the specific steps
taken for data analysis, model development, and evaluation metrics, providing comprehensive
details of the methodology employed to achieve the research objectives.

II.2 Success definition

In the context of this thesis, it is crucial to begin our study by establishing a precise definition
of success. This foundational step holds great significance as success can be subjectively inter-
preted, often leading to conflicting definitions. In addition to traditional measures of success
such as M&A and IPOs, we adopt a broader perspective that includes fundraising capability.
This expanded definition allows us to evaluate startups that are still in operation and actively
raising funds. We made this decision due to the challenging nature of sustaining a startup, consi-
dering the high mortality rate among them.
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It is worth noting that this study does not aim to assess the financial health of startups.
Instead, the primary objective of this thesis is to develop a predictive system that accurately
forecasts the outcomes of startups. For the purpose of this prediction, we consider startups that
remain operational and capable of raising funds as successful.

II.3 Overview of the dataset

In order to carry out our project, we initially approached governmental offices, specifically
the Ministry Delegate for the Knowledge Economy, Startups and Microenterprises, with the
aim of obtaining access to authentic data regarding Algerian startups. Unfortunately, our efforts
yielded no results due to the scarcity and confidentiality of the data maintained by these offices.
We then turned to the incubator BRENCO for assistance. Although they did not possess a rea-
dily available database for us to explore, they provided valuable support throughout the project
by imparting their domain knowledge and guiding us in making informed choices at every step.

Subsequently, we reached out to well-known platforms that specialize in startup-related
information, including Crunchbase, but our requests for access to their databases went unans-
wered.

Therefore, we proceeded to search for freely available datasets that could be utilized. Our
search led us to Kaggle, where we discovered a database extracted from the Crunchbase data-
base. This particular dataset comprises 66,368 rows and 14 columns, offering comprehensive
information about the featured companies. The dataset includes general details such as company
name, website, country, region, founding date, and category. Furthermore, it provides valuable
financial insights, including the total funding amount received, the number of funding rounds
conducted, and the first and last funding dates. Notably, the dataset also incorporates the sta-
tus of each startup, adding further depth to the available information for analysis. Table II.1
provides an overview of the dataset.
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Column Non-Null values Datatype Unique values

0 permalink 66368 object 66368

1 name 66367 object 66102

2 homepage url 61310 object 61191

3 category list 63220 object 27296

4 funding total usd 66368 object 18895

5 status 66368 object 4

6 country code 59410 object 137

7 state code 57821 object 311

8 region 58338 object 1092

9 city 58340 object 5111

10 funding rounds 66368 int64 19

11 founded at 51147 object 3978

12 first funding at 66344 object 4817

13 last funding at 66368 object 4518

TABLE II.1 – Summary of the dataset

After examining the table it is evident that there are specific adjustments required to en-
hance the dataset. Primarily, one crucial modification involves changing the datatype of the
"funding total usd" column from object to a numerical datatype, such as float. This adjustment
is necessary to represent and utilize the financial information contained within the column. Ad-
ditionally, the last three columns in the table represent dates but are currently stored as object
values. To ensure their proper utilization, we need to convert these columns to the appropriate
date datatype.

The dataset includes a column indicating the status of each startup, which will serve as the
target variable for our startup success prediction model. This particular column consists of four
distinct values : "acquired," "closed," "ipo," and "operating." To provide a visual representa-
tion of the distribution of startups across these categories, Figure II.3 illustrates the number of
startups within each class.
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FIGURE II.2 – Number of startups by status

FIGURE II.3 – Number of startups by status - Pie chart

Figure II.4 illustrates the distribution of missing values within the dataset. The visualiza-
tion reveals that some columns have no missing values, indicating complete data, while others
contain missing values. Notably, the "foundation year" column shows a significant number of
missing values. Additionally, it is observed that some data points within the dataset have mis-
sing values in the four columns dedicated to geographical location, namely "country code,"
"state code," "region," and "city." This implies that certain entries lack information regarding
their specific geographic location.
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FIGURE II.4 – Missing values distribution

II.4 Data Preparation

In order to prepare our data for use, we start by adjusting the format of the columns, from
object to the appropriate format. Figure II.5 represents the code used to convert the "funding
total usd" column to float format. This particular column initially contained missing values
represented by "-", which were subsequently removed, and replaced with NaN using the NumPy
library, in order to allow the conversion process.

FIGURE II.5 – Conversion to float format

The three columns representing the dates of startup foundation, the first funding round, and
the last funding round required conversion to date format. Figure II.6 shows the code used for
this conversion using the Pandas library. The code applies the pd.to_datetime() function to the
three columns, transforming their data type into date format. This conversion enables accurate
date-based operations and analysis within the dataset.
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FIGURE II.6 – Conversion to date format

Figure II.7 illustrates the number of startups founded over the years. However, it appears
that there are some inaccuracies in the recorded dates within the database.

FIGURE II.7 – Distribution of founded years

After printing the oldest and newest startups :

Oldest startup : 1749.0
Newest startup : 2105.0

To ensure that the analysis focuses on a relevant timeframe, these startups will be excluded.
Only startups created between 1990 and 2018 will be taken into consideration.

We used boxplots to get a visual summary of funding rounds and funding total distributions,
showing key statistics such as the median, quartiles, and range, as well as outliers in the data.

Figure II.8 represents a box plot of the funding_total_usd column. Because there is a large
number of datapoints, which are highly concentrated within a narrow range, the box is not
visible. Nevertheless, the plot clearly reveals the presence of outliers, represented by data points
that are significantly distant from the rest of the dataset.
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FIGURE II.8 – Boxplot of funding total

Outliers can introduce a high degree of variability and distort the interpretation of statistical
measures, leading to misleading conclusions about the funding distribution. By removing these
extreme values, the analysis will be more accurate and representative of the majority of the data
points.

FIGURE II.9 – Boxplot of funding rounds

Handling missing values We will handle the missing values in the dataset by applying spe-
cific techniques to the columns necessary for training the model, while dropping the irrelevant
columns.

Firstly, for the funding_total_usd column, we will group the startups based on the number of
funding rounds they have undergone. The missing values in this column will be imputed using
the median value within each funding round group (Appendix I).

Next, for the founded_at column, missing values will be filled with the corresponding value
from the first_funding_at column. This assumption helps to ensure consistency between the
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startup’s founding date and the date of their first funding.

Lastly, for the category_list and country_code columns, any missing values will be replaced
with the label "other." This approach allows us to retain the existing data while indicating the
absence of a specific category.

By implementing these techniques, we can address missing values effectively and maintain
a comprehensive dataset for model training. At the end of this phase, we were left with a dataset
of 42 858 instances.

II.5 Feature Engineering

In the feature engineering phase, we will apply transformations and create new features
based on the existing variables. This process aims to optimize the predictive power of the dataset
by leveraging all the available information and facilitating more effective model training. By
extracting valuable insights and patterns from the data, feature engineering enhances the overall
performance and accuracy of the predictive models.

We began by addressing the "category_list" column, where certain startups had recorded
multiple categories separated by a vertical bar "|". To simplify this, we introduced a new column
called "main_category" and decided to retain only the first category mentioned, discarding the
additional ones.

The "category_list" column initially contained over 20 000 unique values. However, after
extracting the first category and creating the "main_category" column, we were left with around
800 unique values. We also observed that certain categories referred to the same concept but
were recorded differently. To streamline the analysis further, we grouped similar categories
into broader categories. As a result, we managed to reduce the number of unique values in the
"main_category" column to 604.

To enhance the analysis and focus on significant categories, we established a threshold of
200 startups. For categories with more than 200 startups, we created new dummy variables to
represent each individual category. For the remaining categories that fell below this threshold,
we consolidated them into an "other category" dummy variable. This approach allowed us to
better capture the important categories while still accounting for the less common ones.

Following the same methodology, we applied a similar threshold of 50 startups to create
dummy variables for countries. This enabled us to represent countries with a substantial pre-
sence as individual dummy variables, while grouping less prominent countries into an "other
country" category.

To fully utilize the information contained in the datetime columns, specifically the "foun-
ded_at," "first_funding_at," and "last_funding_at" columns, we have created three essential fea-
tures :
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— "time_to_first_funding" : This feature calculates the duration between the startup’s foun-
dation and the date it received its first funding round. It provides valuable insights into
how long it took for the startup to secure its initial funding, indicating its early-stage
financial stability and attractiveness to investors.

— "time_between_first_last_funding" : This feature calculates the duration between the
first and last funding rounds of the startup.

— "funding_lifecycle" : This feature calculates the duration between the startup’s founda-
tion and its last funding round.

We can further enhance our analysis by creating an interaction feature using the feature we
created "time_between_first_last_funding", and the existing feature "funding_rounds" :

— "funding_frequency" : This feature represents the average frequency of funding rounds
for each startup. It is calculated by dividing the number of funding rounds by the time
duration between the first and last funding rounds. This feature provides insights into
the regularity of securing funding.

By incorporating these features, we gain valuable temporal information that can be inva-
luable for evaluating a startup’s financial health, growth potential, and investor attractiveness.

II.6 Target variable

We tested two approaches regarding the target variable, in order to choose the best one.
The first one is by making a binary classification (success or failure), as well as a multi class
approach by separating the ’operating’ class.

II.6.1 Binary classification

We added a new feature, which we built based on the status column. In this feature, we
grouped the three statuses "acquired", "ipo", "operating" as a success and assigned the value 1.
And for the the status closed we assigned the value 0. The code snippet is shown in figure II.10.

Unfortunately, we did not have access to sufficient information about the funding amounts
in each round, as well as the period of time between funding rounds, which limited our ability
to establish a more informed, and precise definition of success. Having insights into the funding
progression would have allowed us to better evaluate the startup’s growth.

FIGURE II.10 – Creating a new target variable
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We can now visualize the percentage of success recorded in our dataset. Figure II.11 illus-
trates that 92.1% of startups in our model are considered a success.

FIGURE II.11 – Success Failure Pie chart

It’s worth noting that this sample is not meant to be representative of the overall startup
population, and should not be taken as a reference while measuring startup success rate, because
generally speaking, successful startups are more likely to get recorded and to report information
about their success factors.

II.6.2 Multi-class classification

This time, we grouped startups that demonstrated success through going public or through
getting merged or acquired, into a successful class, startups that are still operating in a separate
class. The remaining startups, marked with the status ’closed,’ were labeled as failed. Figure
II.12 illustrates the code snippet used to create a new column called ’target2’ to store these
classifications.

FIGURE II.12 – Creating a multiclass target variable
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Following this grouping process, we generated a pie chart, in figure II.13, to visualize the
distribution of the different classes . It reveals that one class, specifically the ’operating’ status,
remains dominant among the data points.

FIGURE II.13 – Pie chart

In the case of multi-class classification, label encoding is often necessary, because the ma-
chine learning algorithms we used, require the target variable to be in numerical format. Label
encoding converts categorical labels into numeric labels, assigning a unique integer to each ca-
tegory. This encoding allows the algorithm to work with the target variable as numbers. Figure
II.14 presents the code snippet that demonstrates how label encoding is applied in this scenario,
using Label Encoder from scikit-learn.

FIGURE II.14 – Encoding

II.7 Modeling

As mentioned in the previous section, we are working on 2 approaches, multi-class and
binary classification. We have selected four machine learning algorithms to assess and deter-
mine the most reliable option, namely Random Forest, XGBoost, LGBM, and Neural networks.
This methodology allows us to thoroughly evaluate the performance of different algorithms and
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make informed decisions based on their effectiveness. These algorithms have been chosen ba-
sed on their proven effectiveness and suitability for addressing the specific challenges of the
startup success prediction problem.

II.7.1 Algorithm choice

Random Forest, XGBoost, and LGBM are tree-based classifiers known for their interpre-
tability. They provide insights into the decision-making process by highlighting important fea-
tures and the impact they have on predictions. This interpretability aspect is valuable in the
context of startup success prediction, as it allows us to understand the key factors influencing
success and make informed decisions based on the model’s outputs.

Neural Networks, on the other hand, offer a different advantage. They are powerful models
capable of capturing complex relationships and patterns in the data.

II.7.2 Handling class imbalance

As observed in Figure II.11 and Figure II.13, we encountered significant class imbalance in
both cases. This imbalance has the potential to introduce bias towards the majority class, which
could compromise the reliability of the predictions. To mitigate this issue, we explored three
different approaches :

Weight Balancing : Weight balancing assigns higher weights to minority classes and lower
weights to majority classes during training to address class imbalance. It helps the model
focus on learning patterns from the minority class, reduces bias towards the majority
class, and improves overall classification performance.

Synthetic Minority Over-sampling Technique (SMOTE) : SMOTE creates synthetic samples
by interpolating between existing minority class samples. It helps balance the class dis-
tribution by increasing the representation of the minority class. SMOTE is a widely used
technique but does not consider classification difficulty or sample density.

Adaptive Synthetic Sampling (ADASYN) : ADASYN is an advanced technique that adap-
tively generates synthetic samples for the minority class based on the distribution of
existing samples. It increases the density of the minority class, making decision bounda-
ries less biased towards the majority class. ADASYN is useful for severe class imbalance
scenarios.

II.7.3 Normalization and dimentionality reduction

After splitting the data into training and test sets, with a 30% allocation for testing, we
proceeded with data normalization. The goal of performing data normalization is to standardize
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the features and bring them to a similar scale. This process ensures that no particular feature
dominates the learning process due to differences in their magnitudes.

Next, we applied dimensionality reduction using Principal Component Analysis (PCA).
PCA is a technique used to reduce the dimensionality of a dataset while retaining most of
its relevant information. It achieves this by transforming the original features into a new set
of uncorrelated variables called principal components. These principal components capture the
maximum variance in the data, allowing us to represent the data in a lower-dimensional space.

By performing PCA, we aim to reduce the complexity and redundancy of the feature space,
eliminating any unnecessary noise or irrelevant information. This can lead to improved compu-
tational efficiency, better interpretability, and potentially enhanced model performance.

II.7.4 Hyperparameters optimization

When it came to optimizing the hyperparameters, we initially employed a grid search, and
then decided to switch to randomized search to optimize our model’s hyperparameters due to
the significant time saving. Grid search exhaustively explores all possible combinations of hy-
perparameters within the defined hyperparameter grid, resulting in a computationally intensive
process. In contrast, randomized search randomly samples a specified number of hyperparame-
ter configurations from the hyperparameter grid, which allows a faster exploration.

In addition, we implemented k-fold cross-validation with k=5. This technique involves di-
viding the dataset into k equal parts and using k-1 for training while reserving one part for
validation. By repeating this process k times, k-fold cross-validation helps us assess the gene-
ralization performance of our models and mitigate any potential overfitting issues.

II.7.5 Evaluation metrics

Selecting appropriate evaluation metrics is essential as they provide different perspectives
on the performance of a model. The choice of metrics should depend on the specific objectives
of the study and can vary based on the stakeholders involved and their goals.

If the goal is to identify as many successful startups as possible, the recall metric would be
more appropriate. Recall measures the proportion of truly successful startups that are correctly
identified by the model. Maximizing recall ensures that the model captures a high percentage
of successful startups, minimizing the risk of missing out on potential investment opportunities.
This metric is particularly important when the focus is on identifying promising startups and
avoiding false negatives.

On the other hand, if the objective is to minimize false positives and avoid investing in un-
successful startups, precision becomes a more relevant metric. Precision measures the accuracy
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of positive predictions, specifically the proportion of correctly predicted successful startups out
of all the predicted successful startups. High precision ensures that the model has a low rate
of false positives, reducing the risk of investing in startups that are likely to fail. This metric
is crucial for stakeholders who aim to make prudent investment decisions and want to avoid
wasting resources on unsuccessful startups.

Additionally, the F1 score combines precision and recall into a single metric, providing a
balanced measure of a model’s performance. It considers both false positives and false negatives
and is valuable when there is a need to strike a balance between precision and recall. The F1
score is particularly useful when the cost of misclassifications is significant and needs to be
minimized. By calculating the harmonic mean of precision and recall, the F1 score gives equal
weight to both metrics, providing a comprehensive evaluation of the model’s performance in
predicting startup success.

In the case of a general startup success prediction model, where the goal is to assist a wide
range of stakeholders and objectives, it is appropriate to consider all these evaluation metrics.
Since the model aims to provide a holistic assessment of startup success, it should be evaluated
based on accuracy, precision, recall, and F1 score. This comprehensive evaluation approach
ensures that the model performs well in correctly identifying successful startups, minimizing
false positives and false negatives, and striking an appropriate balance between precision and
recall.

II.8 Conclusion

In conclusion, this chapter outlined the methodology employed in developing a predictive
model for startup success. The dataset went through several transformations to ensure its suitabi-
lity for analysis, including handling missing values and outliers, as well as performing necessary
data transformations.

Four machine learning algorithms, namely Random Forest (RF), XGBoost, LightGBM, and
Artificial Neural Networks (ANN), were selected to test their performance in predicting startup
success. These algorithms were chosen based on their effectiveness and suitability for the task
at hand.

Hyperparameter optimization technique, Randomized Search, was selected to tune the se-
lected algorithms and optimize their performance. This process involves tuning the model’s
parameters to achieve the best possible results.

To evaluate the performance of the predictive model, several evaluation metrics were cho-
sen, namely, accuracy, recall, precision, and F1 score. These metrics provide a comprehensive
assessment of the model’s predictive capabilities, considering both the overall accuracy and its
ability to correctly identify successful startups.
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By following this methodology, which encompassed dataset transformations, algorithm se-
lection, hyperparameter optimization, and evaluation metric choice, a predictive model for star-
tup success was developed. The subsequent chapters will delve into the specific results and
findings derived from implementing this methodology.
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Implementation and results
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III.1 Introduction

This chapter presents the implementation and the results obtained from the conducted expe-
riments. This chapter provides an overview of the hardware and software specifications of the
machine used for the experiments, the tools used, and the performance of the trained models.
Additionally, we employ a validation test for our model in order to ensure its reliability and
generalizability.

The chapter also examines the concept of feature importance and significance, shedding
light on the factors that significantly influence the models’ predictions. Feature importance ana-
lysis is conducted using various approaches, including LightGBM model feature importance,
XGBoost model feature importance, and statistical approaches.

The primary objective of this chapter is to present the implementation details, evaluate the
performance of the trained models, and provide insights into the significance of different fea-
tures. By analyzing the results, it aims to draw meaningful conclusions and contribute to a
comprehensive understanding of the implemented models’ capabilities and the importance of
various features in the prediction process.|

III.2 Hardware and Software Specifications

The experiments and analysis presented in this thesis were conducted on a machine with the
following specifications :

FIGURE III.1 – Machine Specifications - Terminal Output
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Figure III.1 above displays the machine specifications obtained from running FastFetch on
the terminal. The machine used for this thesis implementation was an Inspiron 15-3552 with
an Intel(R) Celeron(R) N3060 (2) CPU running at 2.48 GHz. It had 7.67 GiB of memory and
featured Intel Atom/Celeron/Pentium Processor x5-E8000/J3xxx/N3xxx Integrated Graphics.

The operating system was EndeavourOS x86_64 with Linux kernel version 6.3.7-arch1-1.

These specifications provide essential insights into the machine’s capabilities and configu-
ration, ensuring the reproducibility of the results obtained during the implementation.

III.3 Tools used

VSCodium

VSCodium is a free and open-source code editor based on Visual Studio Code (VS Code)
without the proprietary Microsoft branding. It provides a similar feature set and user experience
as VS Code, including support for various programming languages and extensive extensions
[46].

Jupyter

Jupyter is a project and community whose goal is to ”develop open-source software, open-
standards, and services for interactive computing across dozens of programming languages”. It
was spun off from IPython in 2014 by Fernando Pérez [47].

Pycharm

PyCharm is an integrated development environment used in computer program- ming, spe-
cifically for the Python language. It is developed by the Czech company JetBrains [48].

III.4 Trained Models’ Performance

Considering that only one algorithm will be selected as the best among the four (Random
Forest, XGBoost, LGBM, and Neural Networks), it is important to evaluate their performance
based on specific criteria such as accuracy, precision, recall, F1 score, and computational effi-
ciency.

Among these four algorithms, Random Forest and Artificial Neural Networks proved to be
computationally intensive with long runtimes. As a result, they were eliminated from further
consideration based on their computational efficiency.

The remaining algorithms, XGBoost and LGBM, demonstrated superior computational ef-
ficiency compared to Random Forest and Neural Networks. Thus, they were identified as the
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most suitable choices for further analysis and model development.

To present the performance of the tested models, Table III.1 displays their classification
accuracy (CA) and F1-score (F1). This table allows a comparison of the models’ performance
based on the specified evaluation metrics.

TABLE III.1 – CA & F1-score results of the models

Classification Class imbalance technique
LGBM XGBoost

CA F1 CA F1

Binary
Weight balancing 74.96% 85.14% 74,40% 84,71%
SMOTE 89.11% 94.19% 87.89% 93.51%
ADASYN 89.22% 94.27% 88.22% 93.70%

Multi-class
Weight balancing 55.20% 61.63% 51.55% 58.36%
SMOTE 77.38% 74.97% 74.64% 73.59%
ADASYN 78.77% 75.12% 76.32% 74.06%

One notable observation is the comparatively lower performance of the multi-class models
when compared to the binary classification models. In particular, the multi-class models with
weight balancing, which exhibited the poorest accuracy and F1 score among all the models
evaluated.

On the other hand, the binary classification models demonstrated strong performance, with
the ADASYN LGBM model standing out as the best performer. This model achieved an im-
pressive accuracy of 89.22% and an F1 score of 94.27%. However, it is worth mentioning that
all of the binary classification models showed satisfactory performances.

To further validate the models’ performance, it is important to test them on a new dataset.
This additional testing will help assess the models’ generalization capabilities and provide a
more robust evaluation of their effectiveness.

III.5 Validation Test

We discovered a dataset online that we intended to utilize for validating our model. An
overview of the data is presented in Table III.2.

Upon examining the table, it becomes apparent that the data requires cleaning and seve-
ral transformations before we can effectively utilize it for model validation. These steps may
involve handling missing values, standardizing formats, and ensuring consistency in data types.

The dataset we obtained online originally comprised 1154 startup records, all originating
from the United States.
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TABLE III.2 – Validation Dataset Overview

No. Column Name Non-null Count Data Type
0 state_code 1154 int64
1 zip_code 1154 int64
2 age_first_funding_year 1154 float64
3 age_last_funding_year 1154 float64
4 age_first_milestone_year 959 float64
5 age_last_milestone_year 959 float64
6 relationships 1154 int64
7 funding_rounds 1154 int64
8 funding_total_usd 1154 int64
9 milestones 1154 int64

10 is_CA 1154 int64
11 is_NY 1154 int64
12 is_MA 1154 int64
13 is_TX 1154 int64
14 is_otherstate 1154 int64
15 is_software 1154 int64
16 is_web 1154 int64
17 is_mobile 1154 int64
18 is_enterprise 1154 int64
19 is_advertising 1154 int64
20 is_gamesvideo 1154 int64
21 is_ecommerce 1154 int64
22 is_biotech 1154 int64
23 is_consulting 1154 int64
24 is_othercategory 1154 int64
25 has_VC 1154 int64
26 has_angel 1154 int64
27 has_roundA 1154 int64
28 has_roundB 1154 int64
29 has_roundC 1154 int64
30 has_roundD 1154 int64
31 avg_participants 1154 float64
32 is_top500 1154 int64
33 status 923 object

We tested all of our binary classification models on this dataset. Results are shown in Table
III.2
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TABLE III.3 – Validation test results

Model Class imbalance
technique

CA F1

LightGBM
Weight balancing 63,10% 75,37%
SMOTE 61,21% 74,02%
ADASYN 60,78% 73,76%

XGBoost
Weight balancing 64,57% 88,44%
SMOTE 61.00% 73,72%
ADASYN 60,88% 73,70%

All of the models demonstrated good performance with over 60% accuracy and over 70%
for F1-score, which indicates that the models have good generalization ability on new unseen
data. (reference)

III.6 Feature importance and significance

In this section, our primary aim is to identify the key factors that have the most significant
impact on startup success within the context of our study. To achieve this objective, we will
employ a statistical approach, measure feature importance in our machine learning models, and
information gain measures. These methods provide us with valuable insights into the relation-
ship between various features and the target variable, which, in this case, is the measure of
startup success.

III.6.1 LightGBM Model Feature Importance

Feature importance refers to a metric that measures the relative importance or contribution
of each feature in a machine learning model. It helps to understand which features have a signi-
ficant impact on the model’s predictions.

Figure III.2 is a barplot that illustrates the feature importance in our LightGBM model.
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FIGURE III.2 – LightGBM Feature Importance
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III.6.2 XGBoost Model Feature Importance

We plotted the feature importance in our XGBoost model too, plot illustrated in Figure III.3
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FIGURE III.3 – XGBoost Feature Importance
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III.6.3 Statistical Approach - Chi-Square

In the context of feature ranking, the chi-square measures the dependency between each
feature and the target variable. Higher chi-square values indicate stronger associations between
the feature and the target, suggesting higher relevance.

Using the feature ranking widget from Orange (Appendix II), we were able to rank the
features based on the chi-square measure. The ranking results are depicted in Figure III.4, where
higher-ranked features have a greater chi-square measure and are considered more influential in
the model.

FIGURE III.4 – Chi-Square ranking

III.6.4 Information Gain

Information gain quantifies the reduction in entropy achieved by splitting a node based on a
particular feature. Features with higher information gain values provide more information about
the target variable and are considered more important.

Using the feature ranking widget from Orange, we conducted a ranking of the features
based on the information gain measure. The resulting rankings are displayed in Figure III.5,
where features with higher ranks indicate a higher information gain and are considered more
significant for the model.

FIGURE III.5 – Information gain ranking
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III.7 User Interface Implementation

As a final step, we implemented our trained model into an application with a graphical user
interface in order to be able to make predictions easily. Figure III.6 illustrates a use case diagram
of the application’s functionality.

FIGURE III.6 – Use Case diagram of the application

Upon clicking the "Start" button in the welcome window, Figure III.7, a new window is
displayed. This window contains input fields where we can enter the necessary information
about the startup to make a prediction. The window with the input fields is depicted in Figure
III.8.

FIGURE III.7 – Welcome window
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FIGURE III.8 – Main window

Once the required information fields are filled, the input data is processed and transformed
into a format that can be utilized by our trained model. This ensures that the input aligns with the
training data used by the model. Subsequently, a prediction is made based on the transformed
input data.

III.8 Conclusion

In this chapter, we have presented the implementation details and results obtained from our
experiments. We discussed the hardware and software specifications used, the tools employed,
and evaluated the performance of the trained models. Additionally, we explored validation tech-
niques to ensure the reliability and generalizability of the models.

One of the key aspects of our analysis was visualizing the feature importance to understand
the factors that impact startup outcomes. We observed that the total amount of funding emerged
as the most important feature in predicting success, as indicated by the highest score in both the
XGBoost feature importance plot Figure III.3 and the LightGBM feature importance plot Figure
III.2. This finding suggests that the level of funding received plays a crucial role in determining
the success of startups.

Furthermore, we found that variables related to the timing and duration of funding were also
significant predictors. The time to receive the first funding and the funding lifecycle demonstra-
ted high importance in the models, as reflected by their high chi-square values. Additionally, the
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time between the first and the last funding, as well as the number of funding rounds, exhibited
strong associations with the target variable according to the chi-square analysis.

In contrast, when considering information gain as the measure of feature importance, we
observed that the country code variable emerged as highly significant to the model. This im-
plies that the country in which a startup operates influences its chances of success, as different
countries may have varying levels of support, resources, or market dynamics.
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General Conclusion

The main objective of the present study was to generate a model to classify successful
startups. By building a binary classification model to classify startups as successful or not-
successful with an accuracy of 89,33% and an F1-score of 94,33% , it is assumed that the
objective was achieved.

To achieve these results, we employed the LightGBM machine learning algorithm, known
for its speed, interpretability, and effectiveness. The utilization of LightGBM allowed us to
generate a model that not only produced good classification performance but also provided ease
of interpretation and implementation.

Throughout our research, we utilized diverse techniques to preprocess the data and address
challenges such as class imbalance. These techniques were instrumental in improving the ove-
rall performance and reliability of the model. By comprehensively outlining these processes,
we aim to provide a valuable guide that can be followed by others interested in building similar
startup classification models. By sharing our approach, we hope to contribute to the field and
provide practical insights for future students, proffessionals, and decision-makers.

Throughout our study, we have also gained valuable insights into the factors that influence
startup outcomes.

A key finding from our analysis is the significant role played by funding in predicting star-
tup success. Specifically, the total amount of funding received by startups emerged as the most
important feature in our models, indicating its crucial impact on determining the success of
startups. Furthermore, we found that variables related to the timing and duration of funding
were also influential predictors. The time to receive the first funding and the funding lifecycle
demonstrated high importance in our models, suggesting their strong association with startup
success. Additionally, the time between the first and the last funding, as well as the number of
funding rounds, showed noteworthy associations with the target variable. In considering infor-
mation gain as a measure of feature importance, we observed that the country code variable
emerged as highly significant to the model. This finding implies that the country in which a
startup operates plays a role in its chances of success, possibly due to varying levels of support,
resources, or market dynamics across different countries.

Despite the insights gained from our study on startup success prediction, it is important to
acknowledge its limitations. The data used in our analysis lacked detailed information, such
as the time between funding rounds and specific recording dates. Furthermore, the restricted
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availability of comprehensive data from online platforms and organizations constrained our
analysis. Access to better quality data could greatly enhance the performance of predictive
models. Future studies addressing these limitations and utilizing higher-quality data have the
potential to yield more accurate and reliable models for predicting startup success.

Future research should prioritize data collection efforts, particularly in the context of Alge-
rian startups, to build startup success prediction models that are specific to the country’s unique
characteristics. This would involve gathering data that is rich, informative, and of high quality.

In addition, it is crucial to include more features that capture the complexities of the startup’s
business model. These could encompass variables such as revenue streams, customer segment,
marketing channels, and industry-specific metrics. By incorporating these additional features,
the models can provide a more comprehensive understanding of the factors driving startup suc-
cess in Algeria.

An important aspect for future research is to explore advanced techniques for improving
the model’s performance and robustness while considering the Algerian context. This can in-
volve investigating state-of-the-art machine learning algorithms, such as deep learning models
or ensemble methods, to assess their effectiveness in predicting startup success. Additionally,
leveraging advanced techniques like natural language processing (NLP) to analyze textual data
associated with startups can significantly enhance the model’s capabilities and overall robust-
ness.

Furthermore, by focusing on data collection, quality enhancement, and the inclusion of re-
levant features, future research can develop models specifically tailored to the Algerian startup
landscape. This comprehensive approach will enable policymakers, investors, and entrepreneurs
to make more informed decisions based on reliable and insightful predictions.
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Appendix I : Data Visualization

FIGURE III.9 – Distribution of funding total when N° of funding rounds is 1
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FIGURE III.10 – Distribution of funding total when N° of funding rounds is 2

FIGURE III.11 – Distribution of funding total when N° of funding rounds is 3
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FIGURE III.12 – Distribution of funding total when N° of funding rounds is 4

FIGURE III.13 – Distribution of funding total when N° of funding rounds is 5
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FIGURE III.14 – Distribution of funding total when N° of funding rounds is 6

FIGURE III.15 – Distribution of funding total when N° of funding rounds is 7
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FIGURE III.16 – Distribution of funding total when N° of funding rounds is 8

FIGURE III.17 – Distribution of funding total when N° of funding rounds is 9
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FIGURE III.18 – Distribution of funding total when N° of funding rounds is 10

FIGURE III.19 – Distribution of funding total when N° of funding rounds is 11
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FIGURE III.20 – Distribution of funding total when N° of funding rounds is 12

FIGURE III.21 – Distribution of funding total when N° of funding rounds is 13
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FIGURE III.22 – Distribution of funding total when N° of funding rounds is 14

FIGURE III.23 – Distribution of funding total when N° of funding rounds is 15

59



FIGURE III.24 – Distribution of funding total when N° of funding rounds is 16

FIGURE III.25 – Distribution of funding total when N° of funding rounds is 17
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FIGURE III.26 – Distribution of funding total when N° of funding rounds is 18

FIGURE III.27 – Distribution of funding total when N° of funding rounds is 19
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FIGURE III.28 – Heatmap

Appendix II : Used tools

Orange Orange is an open-source data analysis and visualization software with a user-friendly
interface, offering tools for data exploration, preprocessing, and machine learning [49].

Signavio Signavio is a cloud-based BPM tool for modeling, analyzing, and optimizing busi-
ness processes, with features for process documentation, collaboration, and performance moni-
toring [50].

62



Lucidchart Lucidchart is a user-friendly cloud-based diagramming tool that simplifies vi-
sual communication with its extensive library and collaborative features. It’s ideal for creating
professional diagrams, flowcharts, and mind maps [51].
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Abstract

English

Startups play a crucial role in driving economic growth, innovation, and job creation. Ho-
wever, the uncertain future of these projects raises concerns about their success rates. Statistics
indicates that approximately 90% of startups fail, highlighting the challenges they face, such
as financial resources, team dynamics, and market demand. To address these challenges, ma-
chine learning and artificial intelligence have gained interest in predicting startup success. This
study aims to develop a predictive model using diverse machine learning techniques to classify
startups as successful or not. It explores binary and multi-class classification approaches and
evaluates various algorithms to determine their effectiveness. By contributing to the understan-
ding of success drivers and providing insights for decision-makers, investors, and entrepreneurs,
this research aims to advance the startup ecosystem in Algeria. Our analysis revealed that fun-
ding plays a significant role in determining success, with the amount of funding, its timing, and
duration being highly influential factors. Additionally, the country in which a startup operates
also influences its chances of success. These insights contribute to understanding success drivers
and provide valuable guidance for decision-makers, investors, and entrepreneurs in advancing
the startup ecosystem.

Keywords : Startup, startup ecosystem, Mergers and Acquisitions (M&A), Initial Public Of-
fering (IPO), startup success, machine learning, prediction, classification, success factors, suc-
cess rate, funding.
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Résumé

Les startups jouent un rôle crucial dans la croissance économique, l’innovation et la création
d’emplois. Toutefois, l’avenir incertain de ces projets suscite des inquiétudes quant à leur taux
de réussite. Les statistiques indiquent qu’environ 90% des startups échouent, ce qui met en évi-
dence les défis auxquels elles sont confrontées, tels que les ressources financières, la dynamique
d’équipe et la demande du marché. Pour relever ces défis, l’apprentissage automatique et l’in-
telligence artificielle ont gagné en intérêt pour prédire le succès des startups. Cette étude vise à
développer un modèle prédictif utilisant diverses techniques d’apprentissage automatique pour
classer les startups comme réussies ou non. Elle explore les approches de classification binaire
et multi-classes et évalue divers algorithmes pour déterminer leur efficacité. En contribuant à
la compréhension des facteurs de réussite et en fournissant des informations aux décideurs,
aux investisseurs et aux entrepreneurs, cette recherche vise à faire progresser l’écosystème des
startups en Algérie. Notre analyse a révélé que le financement joue un rôle important dans la
détermination du succès, le montant du financement, son calendrier et sa durée étant des fac-
teurs très influents. En outre, le pays dans lequel une startup opère influence également ses
chances de succès. Ces informations permettent de mieux comprendre les facteurs de réussite
et fournissent des indications précieuses aux décideurs, investisseurs et entrepreneurs pour faire
progresser l’écosystème des startups.

Mots clés : Startup, écosystème des startups, fusions et acquisitions, introduction en bourse,
succès des startups, apprentissage automatique, prédiction, classification, facteurs de succès,
taux de réussite, financement.
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