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Abstract: The advent of Industry 4.0, marked by intricate machinery and systems,
has brought to the fore an urgent need for robust reliability assessment methods.
These methods are crucial to ensure the uninterrupted performance of industrial
systems. While traditional techniques have been the go-to for reliability assessment,
they often fall short of capturing the wealth of data that modern systems generate.
This study explores the potential of data mining to enhance reliability assessment
in industrial settings. Data mining offers powerful tools to discover hidden patterns
and insights within this data. Unlike traditional methods, data mining can uncover
these patterns without preconceived assumptions, leading to a more comprehensive
understanding of system behavior. By leveraging these techniques, the goal is to
enhance the reliability of industrial systems by uncovering hidden insights and
patterns.
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1. Introduction

The industrial landscape is witnessing various transfor-
mations characterized by faster innovation, personal-
ized goods, greater flexibility, reduced hierarchies, and
enhanced resource efficiency. To address these changes,
industries have embraced a new level of value chain
organization and control called Industry 4.0 [1]. As
a result, industries have exhibited a heightened de-
pendency on complex machinery and systems, ranging
from software applications to mechanical engineering.
This increased complexity requires a strong focus on
reliability.
Reliability assessment is a systematic process that eval-
uates the performance of a product, system, or service
under specific conditions. Its goal is to determine the
ability of the entity to perform its intended function
without failure over a defined period [1]. Since its
inception in the 1950s, reliability theory has rapidly
evolved, playing a pivotal role in advancing critical sec-
tors such as aviation, aerospace, and nuclear energy.
It has also significantly enhanced the quality of ev-
eryday items like computers, appliances, and vehicles.
The ability to manufacture high-end equipment with
high dependability and extended life has emerged as a
key strategic indicator of a country’s global power and
competitiveness [2]. Therefore, ensuring and enhanc-
ing system reliability is of paramount importance.
Traditionally, reliability assessment has relied on es-
tablished techniques varying from statistical to proba-
bilistic methods to understand and quantify a system’s
reliability, availability, and maintainability. However,
in today’s data-rich environment, the growing volume
and complexity of data generated by modern systems
present challenges and opportunities for reliability as-
sessment. While traditional methods provide a foun-
dation, they may only partially capture the rich infor-
mation hidden within this data.
Therefore, data mining emerges as a powerful tool to
address these limitations of traditional methods. Data
mining is a multidisciplinary field designed to handle
various data’s vast and complex characteristics. In the
reliability assessment context, data mining is a vital
facilitator. By leveraging data mining algorithms, or-
ganizations can discover hidden patterns (or rules) and
information from the existing data [3]. These insights
can then be used to assess and improve system relia-
bility. Furthermore, data mining techniques offer dis-
tinct advantages over traditional methods. Unlike tra-
ditional approaches that rely on pre-conceived assump-
tions or specific data distribution, data mining can un-
cover hidden patterns without strict preconditions [4]
[5].
This study aims to explore the diverse data mining
techniques for reliability assessment. This will involve
identifying a set of data mining algorithms suitable for
analyzing the data generated by industrial machinery.
We will also include a description of significant works
addressing the application of these techniques, aiming
to improve the reliability of industrial systems by un-

covering hidden patterns and insights.
The remaining part of the paper is organized as fol-
lows: section 2 is about the fundamentals of reliability
assessment, highlighting traditional methods and their
associated challenges. Section 3 delves into data min-
ing and the exploration of its diverse techniques, em-
phasizing their relevance to reliability assessment. This
is followed by the 4th section, which discusses related
works in data mining algorithms for reliability assess-
ment. The 5th section is a discussion section, in which
we present our findings of data mining analysis in the
context of reliability assessment. Lastly, we conclude
this study in section 6 by highlighting its findings and
limitations.

2. Reliability

Reliability, a fundamental engineering and statistical
analysis concept, is essential in industry and technol-
ogy. It has always been a critical aspect in assessing
industrial products and/or equipment [6], ensuring the
ability of those numerous equipment, processes, and
systems to perform their required functions under re-
quired conditions and over specific durations. This
ability is commonly measured using probabilities. Re-
liability is, therefore, the probability that the comple-
mentary event will occur to failure, resulting in:

Reliability = 1 − FailureProbability[7] (1)

Reliability is vital for maintaining operational continu-
ity, ensuring safety, and upholding quality standards.
Inadequate reliability considerations can result in se-
vere consequences, leading to catastrophic events such
as civil aviation disasters, nuclear power plant acci-
dents, spacecraft launch failures, power system shut-
downs, and other significant accidents [2]. These in-
cidents highlight the crucial role of robust reliability
assessments and maintenance protocols in mitigating
risks and protecting against future breakdowns and po-
tential failures.
Over the years, various reliability assessment methods,
including qualitative and quantitative methods, have
been developed to mitigate these risks and ensure the
smooth operation of complex systems.
Qualitative methods employ models, diagrams, or
other visual representations to analyze and under-
stand the reliability of a manufacturing system and
its components [1]. They provide a structured frame-
work for identifying probable failure modes, evaluating
their consequences, and prioritizing mitigation activ-
ities based on severity and likelihood of occurrence.
These models are typically based on the experience
of experts in the field. They may involve the use of
Fault Tree Analysis (FTA), Failure Mode and Effects
Analysis (FMEA), its extension, Failure Mode and Ef-
fects and Criticality Analysis (FMECA), and Hazard
and Operability Study (HAZOP), or other similar tech-
niques to evaluate the likelihood of different failure sce-
narios [1].
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On the other hand, quantitative methods involve
mathematical models, statistical analysis, and proba-
bilistic techniques to assess the reliability of a system
and its components [1]. Examples of these quantitative
methods include Reliability Block Diagram (RBD),
Markov Analysis, and Weibull Analysis. These meth-
ods are more data-driven since they rely heavily on
the availability and quality of historical data. This al-
lows for the calculation of specific metrics like Mean
Time Between Failures (MTBF), Mean Time to Fail-
ure (MTTF), failure rate, and availability, providing
numerical values that, in turn, offer insights into the re-
liability performance of a system, allowing engineers to
make informed decisions regarding maintenance sched-
ules, design improvements, and overall system opti-
mization.
One significant advantage of qualitative approaches is
their capacity to detect probable failure modes and
evaluate their influence on system performance. In
contrast, quantitative approaches give a more thorough
and exact assessment of system dependability based on
actual data and statistical analysis [1]. However, com-
bining qualitative and quantitative methodologies can
give the most complete and valuable insights into a
system’s reliability in many cases and practices.
Figure 1 provides a comprehensive illustration of var-
ious reliability assessment methods, highlighting their
significance within the context of this study.

Figure 1: Reliability Assessment Methods.

The limitations of traditional reliability assessment
methods, particularly their dependence on readily
available and high-quality data, highlight the need for
more robust approaches. In the reliability engineering
realm, data’s significance cannot be overstated. How-
ever, the quality of data collected in many industrial
settings can be unreliable, hindering the effectiveness
of traditional methods.
This is where data mining emerges as a powerful
tool. Data mining techniques can address the challenge

of uncertain and inconsistent data commonly found
in CMMS (Computerized Maintenance Management
System) systems, as highlighted by [4]. By leverag-
ing sophisticated algorithms like K-means and associ-
ation rules, data mining can extract valuable insights
and hidden patterns even from unreliable datasets, as
demonstrated by [8] and [9] in [4].
Data mining offers a pathway to transform unreliable
data into a valuable asset for reliability assessment.
The following section will explore data mining, its
stages, and its techniques in more detail.

3. Data mining

Since the 80s, more data has been generated, driven
by advancements in technology, the advent of the in-
ternet, and the digitization of various industries. More-
over, data alone is useless given that it consists of raw,
unrefined, and commonly unfiltered information [10]
[11] [12]. Thus, the transformation of data into useful
and valuable information is needed to discover insights
and create knowledge and information-based decision-
making [10] [13] [14]. Knowledge discovery from data,
described as data mining, is finding and extracting crit-
ical information from the data gathered [10] [15].
At a granular level, data mining represents a pivotal
step in Knowledge Discovery in Databases (KDD), ex-
tracting previously unknown information and under-
standable hidden patterns in data [16]. While data
mining and KDD are occasionally used interchange-
ably, they are commonly recognized as distinct entities.
Data mining is a common catchphrase for data analy-
sis. Since the evolution of data warehousing technol-
ogy, the acceptance of data mining methods has quickly
accelerated over the last ten years [3]. So, data min-
ing is the process of sorting large data sets to identify
patterns and relationships that can help solve business
problems through data analysis. This entails exploring
large batches of raw data to reveal concealed trends,
employing advanced analytics techniques within the
broader field of data science. Moreover, Data min-
ing improves decision-making ability. It can target
datasets and predict outcomes using machine-learning
techniques [3]. Thus, this synergy between reliability
and Data mining (DM) signifies a paradigm shift in
industrial maintenance practices.

3.1. Data Mining Steps

The data mining process is broadly described through
four steps that support the data analysis process [17].
The different stages of the data mining process are pre-
sented in Table 1.
Data gathering : The data-gathering stage is essen-
tial to initiate the process, as collecting relevant data
is done in three steps. Data is generally stored in data
warehouses or in big data environments in an unor-
ganized way. Hence, the collection of relevant data is
initiated in the data-gathering step [18]. It is impor-
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Data Mining Steps Description
Data gathering Helps in the collection of relatable data from data warehouses or

data lakes.
Data preparation Prepare the data for mining through error-fixing.
Mining the data Implement AI and automation to sort the data according to the

analysis.
Analyzing the collected data and mak-
ing interpretations

Helps to establish relations and find patterns for improved
decision-making.

Table 1: Stages of Data Mining.

tant to collect relevant data to achieve a reliable result
for analysis. Therefore, the significance of the step is
related to the overall data extensive data analysis pro-
cess. After completing the step, a data scientist moves
a data set to a data pool with associates’ access to
further data processing [19].
Data Preparation : The data preparation steps be-
come decisive when preparing the data for mining. The
steps begin with exploring the collected data and mak-
ing a precise data set for further processing [20]. Addi-
tionally, a consistent data set is achieved through data
preparation. Moreover, a data set is filtered in the data
preparation process for further analysis by removing er-
rors and arranging it to support the expected outcome
of the analysis [21] [19].
Mining the data : After the data set is prepared,
it is handled with algorithmic operations to verify the
collected data and prepare it for further analysis [19].
Machine learning and artificial intelligence are imple-
mented in data mining to achieve results related to the

analysis. Hence, data mining is significant for sorting a
data set and extracting reliable data for analysis with
the help of artificial intelligence [22] [19].
Analyzing the collected data and making inter-
pretations : The last step of data mining is extracting
valuable insights from the collected and processed data.
Moreover, the decision-making process for the business
depends on the steps of analysis and interpretation of
the collected data. Finding relations and patterns is
essential to make data-driven decisions for a business
[23]. Therefore, achieving sustainability for the busi-
ness patterns and data relationships is analyzed in this
step. Besides that, the presentation of patterns and re-
lations through business intelligence tools is conducted
to understand the ladder and make decisions accord-
ingly [24] [19].

Figure 2 offers an overview of the data mining and
analytics process, as referenced in [25], showcasing its
integral role in the research framework.

Figure 2: Overview of the data mining and analytics methodology [25].
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3.2. Data Mining Techniques

This subsection will explore the principal data mining
techniques used in reliability assessment. Each tech-
nique offers unique strengths in uncovering hidden pat-
terns and insights. Those techniques can be classified
into two main categories based on their learning ap-

proach: supervised and unsupervised. This classifica-
tion is based on the nature of the data used for training
and the learning goals of the algorithms employed. In
the following, we will explore some primary data min-
ing techniques used in reliability analysis.
Figure 3 below illustrates a hierarchy of data mining
techniques mentioned in the section.

Figure 3: Data Mining Techniques.

3.2.1 Supervised Methods :

Supervised Learning Methods involve only labeled data
(training patterns with known category labels) [26].
According to [27], supervised algorithms are performed
for classification tasks when the goal is to predict the
categorical class label of new instances based on past
observations, on the other hand, they are used for re-
gression tasks to predict a continuous numerical value
based on input features.
- Classification: It aims to categorize each item in a
set of input data into one of a predefined set of classes
or groups. The data analysis task classification is where
a model or classifier is constructed to predict cate-
gorical labels (the class label attributes) [28]. Within
the context of reliability analysis, it is commonly used
for generic failure prediction [29], prediction of grad-
ual states of degradation [30], and simultaneous fail-
ure prediction. Notable algorithms within this domain
include Decision Trees, Random Forest, and Support
Vector Machines (SVM).
• Decision Trees: Decision trees consist of nodes

that specify a particular attribute of the data, branches
that represent a test of each attribute value, and leaves
that correspond to the terminal decision of class assign-
ment, for instance, in the dataset [31]. It facilitates
understanding how individuals make decisions by ad-
hering to the tree’s structure. In the DT, the inner
nodes represent the property, the branch represents the
decision rule, and the leaf represents the outcomes [29].
• Random Forest: At its core, the RF method

combines an ensemble of unpruned decision trees to
achieve more efficient results with more than one deci-
sion maker, as in other methods [29] [32].
• Support Vector Machine: Shortened as SVM, is

widely known to optimize the expected solution. Deci-
sion functions are determined directly from the train-
ing data using SVM so that the existing separation

(margin) between the decision borders is maximized
in a highly dimensional space called the feature space.
This classification strategy minimizes the classification
errors of the training data and obtains a better general-
ization ability, i.e., the classification skills of SVMs and
other techniques differ significantly, especially when
the number of input data is small [33].
- Regression: Regression in data mining is a predic-
tive modeling technique that compares past successes
and failures and then uses those formulas to predict
future outcomes [34]. This is achieved by determining
the relationship between one dependent variable and
a series of other mutable (independent variables) [35].
Among the many algorithms that fall within the regres-
sion category, two stand out: Linear Regression (LiR)
and Symbolic Regression (SR).
• Linear Regression (LiR): Refers to a multivariate
linear combination of regression coefficients (i.e., con-
stants and weights of input variables). The generalized
least square technique estimates the coefficients. Given
that linear regression is deterministic and parameter-
less, there is no need to configure anything other than
a data split for model training and testing [36].
• Symbolic Regression (SR): Refers to models
as a syntax tree consisting of arbitrary mathematical
symbols (terminals: constants and variables, nontermi-
nals: mathematical functions), which can be seamlessly
translated to plain mathematical functions. For target
estimation, syntax trees are evaluated top-down. Syn-
tax trees are developed using evolutionary algorithms’
stochastic genetic programming technique [36].

3.2.2 Unsupervised Learning :

Unsupervised Learning methods, unlike Supervised
Learning, involve only unlabeled data [26], or we can
say that in unsupervised learning, the desired output
is not given [37]. The primary goal is to uncover in-
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herent patterns within the unlabeled and then assign a
label to each data value without the guidance of known
outcomes. That means the techniques are appropriate
for the clustering and association rule mining tasks.
They are suitable for creating the labels in the data
that are subsequently used to implement supervised
learning tasks [38].
- Clustering: In data mining, clustering is more
challenging than classification. An operational defini-
tion of clustering can be stated as follows: Given a
representation of n objects, find K groups based on a
similarity measure such that the similarities between
objects in the same group are high. In contrast, the
similarities between objects in different groups are low
[26]. It is mainly used to detect anomalies by identify-
ing patterns in the provided data.
The most common algorithms used for clustering tasks
are K-means, Hierarchical clustering, and Density-
based clustering, with Hierarchical clustering being the
oldest among the three.
• K-means clustering : It is by far the most popu-
lar and used clustering technique. K-means clustering
is a method that partitions n data points into k clus-
ters. Each data point is assigned to the cluster with the
nearest mean, the cluster center. K-means clustering
aims to minimize the within-cluster variance, measured
by the squared Euclidean distance [4]. The iterative
process of K-means ends when the centroids no longer
move, indicating convergence.
• Hierarchical clustering : As the name indicates,
provides a hierarchical decomposition of the data, with
a typical representation being a dendrogram. Hier-
archical clustering techniques recursively find nested
clusters in an agglomerative or divisive manner. Ag-
glomerative clustering is one where each data point
starts in its cluster and, after that, merges a simi-
lar pair of clusters successively, resulting in a hierar-
chy. Alternatively, divisive clustering starts with all
the data points in one cluster and repeatedly divides
each cluster into smaller ones. Once divisions or fusions
are made, they cannot be reversed; thus, re-adjustment
is impossible with hierarchical clustering [39].
• Density-based clustering : Unlike the K-means
explained previously, does not divide the data into a
predefined number of clusters. Instead, it focuses on
identifying clusters based on the density of data points
and then grouping densely packed points. The most
popular implementation of Density-based clustering is
the applications with Noise (DBSCAN).
- Association Rule : Association analysis, also
known as association rule learning, aims to identify
the association between seemingly uncorrelated data
by measuring the degree of association between two
variables [4]. It is generally ideal for extensive data
handling and can model complex multi-way relation-
ships given an adequate data set. Among the promi-
nent association rule mining algorithms, the Aprion
algorithm is one of the most well-known and utilized.

4. Related Works

This section addresses a literature review of existing re-
search on applying data mining techniques for reliabil-
ity assessment. The methodology employed for this re-
view adhered to a systematic approach, starting with a
comprehensive literature search carried out across well-
known electronic scientific databases, including Google
Scholar, ScienceDirect, IEEE Xplore, and Scopus.
The choice of keywords was based on terms that are
common in the literature and related to this review,
such as (“data mining” OR “data mining techniques”
OR ‘’data analysis”) AND (“reliability” OR ‘’ main-
tenance reliability ‘’ OR “reliability assessment” OR ‘’
reliability analysis ‘’).
The quality assessment criteria that guide the search
were:

• Inclusion: Papers written in English.
• Inclusion: Recent Works within the last 15 years.
• Inclusion: Papers that include the application of

data mining techniques.
• Exclusion: theses (ongoing works) and books

(mature works).
• Exclusion: Papers about reliability but not from

a data mining perspective.
The survey results were collected in scientific
databases, using keywords and applying the research
criteria, and included 59 research papers.
In what follows, we will highlight the contributions of
ten selected works that dealt with applying data min-
ing techniques for reliability assessment (the most rel-
evant ones).

- [4] investigates the causes of low-quality mainte-
nance data in Computerized Maintenance Management
Systems (CMMS) within the petrochemical industry.
They argue that despite the potential of CMMS data
for reliability analysis and equipment health assess-
ments, poor data quality can significantly hinder these
efforts. The main focus of this study is to apply data
mining technology, including quality metrics, the asso-
ciation rule, and clustering, to identify the root causes
of low-quality maintenance data. First, they establish
a reference standard for CMMS function modules and
data columns specific to the petrochemical industry.
Second, they employ data quality metrics to assess the
completeness and accuracy of maintenance records. Fi-
nally, data mining techniques like K-means clustering
and association rule analysis explore operational and
management practices contributing to poor data qual-
ity. The authors find that a combination of ineffective
maintenance policies, the low integrity of key system
columns, nonadherence to the policy, and misunder-
standing of column definitions were the primary rea-
sons behind the low-quality data in their case study.
They conclude by proposing that their data mining-
based method offers a systematic approach to identi-
fying areas for improvement in CMMS data quality,
ultimately leading to more reliable equipment health
assessments and informed maintenance decisions.
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- The research in [40] delves into reliability modeling for
CNC systems, addressing a common challenge: incor-
porating failure correlations between different failure
modes and causes. They argue that traditional meth-
ods relying solely on lifetime failure data miss these de-
pendencies, leading to inaccurate models. Their work
proposes a data mining-based approach for CNC sys-
tems that leverages association rule mining to identify
these correlations. Using the Apriori algorithm, the
study first establishes the relationship between failure
positions and causes. This information is then used
to define a failure correlation factor integrated into a
Weibull distribution model for reliability estimation.
The results demonstrate that this approach accurately
represents the system’s reliability more than models
that neglect failure correlations. This work highlights
the potential of data mining techniques like associa-
tion rule mining to improve the accuracy of reliability
models, particularly in scenarios with complex failure
dependencies.

- [41] contributes to the reliability analysis in agri-
cultural machinery, explicitly focusing on grain com-
bine harvesters, by proposing an innovative approach
based on Failure Mode, Effects, and Criticality Anal-
ysis (FMECA) coupled with Data Mining Technology.
This study responds to the limitations of traditional
FMECA methods, which can be subjective and expen-
sive due to reliance on expert judgment and limited
test data. The authors’ approach leverages data min-
ing techniques implemented in Python to collect and
analyze fault data from the grain harvester header.
Specifically, they use the Apriori algorithm to identify
frequently occurring failure modes and the Analytic
Hierarchy Process (AHP) to prioritize critical failure
causes. Their results indicate that the cutter blade
is the most critical component within the header as-
sembly, highlighting the importance of prioritizing in-
spections and maintenance for this component. This
study demonstrates the potential of data mining to im-
prove the objectivity, efficiency, and cost-effectiveness
of FMECA for agricultural machinery reliability anal-
ysis.

- In [42], a novel system identification methodology
that integrates data mining techniques to enhance the
reliability of identification processes was introduced.
Traditionally, system identification involves compar-
ing predicted and observed responses to determine the
state of a system and its parameters. However, the
reliability of such identification methods has yet to
be studied in prior research. The proposed method-
ology addresses this gap by generating a population of
candidate models and assessing their characteristics to
gauge identification reliability. By leveraging data min-
ing techniques, the methodology extracts features from
the candidate models, providing insights into identifi-
cation quality and facilitating improvements. This ap-
proach extends beyond structural engineering applica-
tions, offering potential utility across various domains.
The study demonstrates the effectiveness of correlation

measurements, principal component analysis (PCA),
and decision trees in identifying key variables and sep-
arating good and bad models. Overall, this methodol-
ogy is a valuable tool for engineers involved in monitor-
ing and maintaining engineering systems, showcasing
the potential of data mining in enhancing reliability
analysis across diverse fields.

- While data mining is commonly used to build soft-
ware fault prediction models, [43] explores its potential
for broadly improving software reliability. They argue
that traditional development practices rely on poorly
documented APIs, leading to misuse and potential se-
curity vulnerabilities. Their work highlights the ap-
plicability of data mining techniques beyond just fault
prediction. The authors propose leveraging data min-
ing to identify usage patterns and relationships within
Application Programming Interfaces (APIs). Specifi-
cally, they suggest techniques like association rule min-
ing and clustering to uncover patterns that indicate
correct API usage. This information can guide devel-
opers and improve software reliability by reducing API
misuse and associated errors.

- Investigations by [44] introduce a novel approach to
prognostics in the Aeronautics sector, based on classi-
fication algorithms. This approach focuses on binary
classification tasks rather than the traditional ones to
estimate the probability of failure in the upcoming
timeframe, all this using advanced data mining algo-
rithms such as Support Vector Machine (SVM) and
Decision Trees (DT).

- In [45], random forest (RF) was employed as a clas-
sification algorithm, accompanied by two feature se-
lection methods: a wrapper approach based on the
beam search algorithm, as well as a new filter method
based on the Kolmogorov–Smirnov test, the results of
which are compared to those of a human expert. The
work develops a data-driven method for predicting fu-
ture failures of air compression in commercial vehicles.
Furthermore, according to the authors, the techniques
developed and tested to handle feature selection with
inconsistent data sets, imbalanced and noisy class la-
bels, and multiple examples per vehicle.

- [46] employed a Support Vector Machine (SVM) to
develop a predictive maintenance module to predict
integral-type faults. The model proposed in this re-
search is specifically targeting ion-implantation tools.
Furthermore, this method utilizes process iteration
data to achieve real-time prediction. Although there
are no comparisons between SVMs and other data
mining techniques compare the cost. The proposed
approach with classical preventive maintenance ap-
proaches. Hence, the authors state the potential of the
recommended module to minimize overall maintenance
costs.

- The authors in [47] employed another type of SVM,
but in this case, it was for regression purposes called
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Support Vector Regression (SVR). The study proposes
a modification to the SVR kernel to address challenges
in prognostic applications, aiming to improve the pre-
diction accuracy of remaining useful life for industrial
systems and equipment. The proposed model was
tested on a simplified simulated Time-series data set
and it showed improvement over the traditional SVR
Formulation.

- [48] employed the K-means clustering method to au-
tomatically group the dissolved gas data from the in-
sulating oil of a power transformer. The aim was to
characterize each identified cluster, thereby indicating
a specific fault or signaling a potential maintenance
action. Utilizing the Euclidean distance as the crite-
rion for similarity within the k-means algorithm, the re-
searchers successfully delineated four distinct clusters:
the first class revealed the presence of electric arcing
with high energy, while the second cluster indicated an
abnormal temperature rise of the oil: The third cluster
highlighted a period characterized by an accelerated in-
crease in the production of all gases, signaling potential
operational issues or anomalies and the fourth cluster
was associated with post-treatment periods of the oil,
indicating maintenance or remedial actions to restore
the oil properties and the transformer’s performance.

Table 2 below presents a summary of studied pa-
pers, detailing the techniques/algorithms used, contri-
butions, and limitations.

Additionally, the reviewed papers exhibit a variety of
data mining techniques employed for improving system
reliability, ranging from classification algorithms like
random forests and support vector machines (SVMs)
for fault prediction to association rule mining that un-
covers relationships between variables to understand
failure correlations. These studies, which draw on
disciplines like data science, highlight the multidisci-
plinary character of reliability engineering. This fusion
of knowledge allows researchers to identify potential
failures and understand the underlying causes, leading
to more targeted and effective preventative measures.
Despite the wide range of application domains—from
software fault prediction and maintenance manage-
ment to system identification—common contributions
emerge, highlighting the integration of data-driven
methodologies to improve reliability, spot system flaws,
and develop new analytical strategies. Furthermore,
the focus on specific application domains like software
engineering, semiconductor manufacturing, and power
transformers showcases the versatility of data mining
techniques. This adaptability demonstrates the poten-
tial for broader application across various industries
where system reliability is paramount.
These developments are accompanied, nonetheless, by
a recognition of persistent limitations and challenges.
Notably, the struggle to capture non-linear relation-
ships between variables, data quality issues, and the
integration hurdles of predictive maintenance systems
highlight areas ripe for future exploration. Researchers

are actively exploring solutions, with advanced tech-
niques showing promise for complex data. Integrating
domain expertise with data mining can also lead to
more robust models. Addressing these challenges offers
exciting avenues for advancement, necessitating the de-
velopment of stronger algorithms, improved data pre-
processing, and seamless integration strategies. There-
fore, this synthesis not only demonstrates the breadth
of contemporary reliability research but also offers in-
sights into the ongoing push to expand the boundaries
of this field.

5. Discussion

Incorporating data mining tools into reliability analysis
significantly transforms industrial maintenance meth-
ods. Engineers can use data mining to enhance conven-
tional reliability assessment techniques, providing more
precise insights and facilitating proactive maintenance
plans.
One of the primary challenges in reliability analysis
lies in the quality of data [4] available for assessment.
The reliability of equipment safety and the determi-
nation of inspection periods heavily rely on the qual-
ity of data extracted from Computerized Maintenance
Management Systems (CMMS). However, it’s widely
acknowledged that CMMS maintenance records often
need more quality, which can undermine reliability as-
sessments. The causes of low data quality can be di-
vided into two issues: one related to the system itself
and the other related to operation and management
[4]. This limitation has made engineers hesitant to use
such data for decision-making processes, as discussed
in [4]. Because of this, engineers should always look for
methods and tools to make the most out of the data
they use for their research.
Data mining offers a solution to the challenge of low-
quality maintenance data, which in turn helps improve
reliability by enabling engineers to extract valuable in-
sights from large datasets, as mentioned in [19], even in
the presence of noise and inconsistencies. Techniques
such as K-means clustering, association rule analysis,
classification methods, and others have proven invalu-
able in uncovering hidden patterns and relationships
within the data, thereby facilitating the identification
of root causes behind data quality issues. This may
take the reliability assessment to another level and help
gain time, effort, and precious information.
Although progress has been achieved in addressing
problems related to data quality, several areas in the
current research environment still offer exciting oppor-
tunities for further study because data mining for re-
liability has yet to be extensively addressed in prior
research. While recent research has concentrated on
creating methodologies for evaluating and enhancing
data quality, more nuanced approaches tailored to par-
ticular industry contexts are still required. These ap-
proaches could create tools and methodologies for eval-
uating and enhancing data quality and other mainte-
nance systems. Improving the accuracy and depend-
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Reference Techniques/algorithms used Contribution Limitations
[4] Data mining technology, qual-

ity metrics, association rule, and
clustering.

Integrates techniques
to investigate low-
quality maintenance
records, showing
promising results.

Additionally, the study identi-
fies deficiencies in the CMMS
system, such as issues related
to policy, software, and opera-
tion dimensions, leading to con-
flicts, low-quality records, and
erroneous data accumulation.

Review of RAGAGEP, failure
analysis standards, and data
quality metrics.

Identifies deficiencies
in software design,
data quality trends,
and policy shortcom-
ings.

Data cleaning and conversion
challenges can compromise the
reliability and usefulness of the
resulting data for failure analy-
sis.

Offers a systematic
analysis of mainte-
nance record quality
that is more objective
than expert-based
methods.

The article also highlights the
limitations of decision trees in
handling combinations of vari-
ables that determine the classes
of data points.

Helps improve mainte-
nance record quality,
reducing resistance to
equipment diagnosis.

[40] Association rule mining tech-
nique was used for reliability
modeling.

Proposed reliability
modeling based on
degree of failure corre-
lation.

Lack of objective basis for deter-
mining failure correlation factor.

Apriori algorithm was employed
for association rule mining.

Introduced failure cor-
relation factor into pa-
rameter estimation for
reliability modeling.

Reliability modeling mainly fo-
cused on failure time data pro-
cessing.

The maximum likelihood estima-
tion method was used for param-
eter estimation.

Used association rule
mining to study fail-
ure correlation in CNC
system.
Model with failure cor-
relation factor suitable
for multiple failure
modes.

[41] FMECA analysis method based
on Data Mining Technology.

Proposes FMECA
analysis method based
on Data Mining Tech-
nology.

Subjectivity, ambiguity, high test
cost, and difficult data acquisi-
tion.

Data visualization using Python
for reliability research.

Identifies blade part as
the most hazardous in
grain harvester.

Problems in failure mode, influ-
ence, and hazard analysis.

Data collection with Python Pro-
gramming Language.

Enhances reliability
analysis with Python
for fault data process-
ing.

Existing issues in reliability test-
ing of agricultural machinery.

Integrates intelligent
monitoring for equip-
ment reliability and
safety analysis.

[42] PGSL algorithm for stochastic
global search in system identifi-
cation.

Data mining tech-
niques improve system
identification reliabil-
ity.

Cannot obtain relationships be-
tween more than two parameters
simultaneously.

PCA is used as a weighting
method for model characteris-
tics.

Identifying candidate
models and reliability
indications.

Linear data mining methods like
PCA cannot reveal non-linear re-
lationships.
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Decision trees struggle with com-
binations of linear or non-linear
relationships.
Techniques used cannot identify
non-linear relationships between
model variables.

[43] Classification trees, association
discovery, clustering, artificial
neural networks, etc.

Data mining tech-
niques for software
fault prediction and
quality enhancement.

Incomplete specifications can
lead to perceived unreliability in
software systems.

Quinlan proposed the ID3 algo-
rithm for classification tree in-
duction.

Exploration of data
mining algorithms for
software reliability im-
provement.

Few works on clustering tech-
niques applied to software engi-
neering data.

[44] Random forests, support vector
machines, nearest neighbors, and
deep learning techniques.

Proposed novel classifi-
cation models for prog-
nostics without RUL
estimates.

Traditional classifiers have low
performance compared to deep
learning methods.

Grid search, evolutionary
search, signal processing, Princi-
ple Component Analysis (PCA).

Evaluated machine
learning classifiers on
real-world aeronautics
case studies.

Dataset quality affects pre-
dictability, especially for chal-
lenging datasets.

K-Nearest Neighbors (KNN),
Gaussian Support Vector Ma-
chines (GSVM), Random Forests
(RF).

[45] Random forest classifier algo-
rithm used for prediction models.

Predictive mainte-
nance solutions for the
automotive industry
using machine learn-
ing.

Data sources not designed for
data mining.

Feature selection methods:
Wear, Usage, Wear with age
normalization, Usage with age
normalization.

Comparison of ma-
chine learning features
with human expert
features.

Loss of data over time due to lack
of collection.

LVD database analyzed for vehi-
cle usage patterns and key pa-
rameters.

Challenges in predic-
tive maintenance for
heavy-duty vehicles
discussed.
Use of logged on-board
data for predicting air
compressor failures.

[46] Classification methods for pre-
diction of integral type faults.

Testing the PdM sys-
tem on a real produc-
tion dataset.

Historical data-based PvM ap-
proach lacks current machine
state utilization.

Support Vector Machines
(SVMs) for dealing with classifi-
cation problems.

Prediction of integral
type failures in semi-
conductor manufactur-
ing processes.

Limited to predicting ion-source
tungsten filament breaks in semi-
conductor manufacturing.

Linear SVMs and Radial Basis
Function (RBF) SVMs for com-
parison.

Development of a PdM
module for ion-source
tungsten filament
breaks.
Application of Classifi-
cation methods for pre-
dicting equipment fail-
ures.

[47] Support Vector Regression
(SVR) with a modified regres-
sion kernel.

Proposed regression
kernel for support
vector regression in
prognostics.

Data sets are unstructured with
unique characteristics from mul-
tiple sources.
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Kernel-based approaches for
time-series data sets.

Highlighted challenges
in developing prognos-
tic algorithms using
machine learning.

Time-series data poses chal-
lenges for traditional machine
learning algorithms.

Reviewed traditional
and modern data-
driven approaches for
prognostic applica-
tions.

Non-stationary characteristics of
data are difficult to model.

Suggested a regression
kernel modification for
support vector regres-
sion.

The precise definition of remain-
ing useful life is unclear.

[48] Principal Component Analysis
(PCA) for variable identification.

Analysis of power
transformer operat-
ing periods through
dissolved gas concen-
trations.

The challenges in data cleaning
and conversion.

Clustering by k-means method
for classification of dissolved gas
data.

Unsupervised classifi-
cation of gas data to
identify major events.

The proposed methodologies,
such as correlation measurement,
PCA, and decision trees, are un-
able to capture non-linear re-
lationships between model vari-
ables.

Table 2: Summary of Studied Papers.

ability of maintenance records involves investigating
methods for data validation, anomaly detection, and
error repair.
The stages of the data mining process—data gathering,
data preparation, mining, and analyzing the collected
data—provide a systematic framework for extracting
meaningful insights from raw data. Each stage con-
tributes to the overall reliability analysis by ensuring
the derived insights’ relevance, accuracy, and reliabil-
ity.
Furthermore, data mining facilitates predictive analyt-
ics, which improves decision-making skills. Engineers
can anticipate maintenance requirements and equip-
ment breakdowns using machine learning techniques.
This enables proactive interventions to prevent costly
downtime and safety hazards. This predictive capacity
turns maintenance procedures from reactive to proac-
tive by eliminating operational risks and maximizing
resource allocation.
Integrating data mining techniques into reliability as-
sessment offers a transformative approach to mainte-
nance practices. By overcoming the limitations of tra-
ditional methods and harnessing the power of big data,
engineers can make more informed decisions, optimize
maintenance schedules, and ensure the continued reli-
ability and safety of industrial systems and equipment.

6. Conclusions

This research explores integrating data mining tech-
niques into reliability assessment for industrial sys-
tems. The main finding highlights the transforma-

tive potential of data mining in enhancing maintenance
practices, enabling engineers to make informed deci-
sions, optimize schedules, and ensure system reliability
and safety.
The study delves into various data mining techniques,
showcasing their effectiveness in uncovering hidden
patterns and relationships within large datasets. These
methods, such as K-means clustering, association rule
analysis, and classification methods, can identify root
causes behind data quality issues and elevate reliabil-
ity assessment to a new level. The predictive analytics
enabled by data mining allows for proactive interven-
tions, minimizing downtime and maximizing resource
allocation.
This research demonstrates how data mining can revo-
lutionize traditional methods, particularly in Industry
4.0, by overcoming the limitations of conventional tech-
niques and leveraging the power of big data. Engineers
can optimize maintenance procedures and ensure the
continued reliability of industrial systems and equip-
ment.
This paper’s implications are significant for industries
reliant on complex machinery and systems. Adopting
data mining techniques can improve efficiency, lower
operational risks, and improve maintenance practices.
In the long run, switching from reactive to proactive
maintenance techniques can result in lower costs and
more output.
However, it is essential to acknowledge the limitations
of this study. While data mining shows promise in en-
hancing reliability assessment, there are still challenges
related to data quality and implementation. Future
research should focus on developing more nuanced ap-
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proaches tailored to specific industry contexts. Addi-
tionally, exploring the integration of data mining with
other emerging technologies could further enhance the
reliability and safety of industrial systems.
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